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Abstract — The paper presents several solutions for improving access to data in biomedical ontologies, considering a particular dataspace which contain highly heterogeneous data or has an unknown or unreliable structure. The main goal is to provide means for explorative querying, which can be performed without any prior in-depth knowledge of the queried data. After presenting the features and the advantages in using Web services technologies, two new achievements are discussed: 1) an architecture for multiple sources data integration using interfaces harmonized by a wrapper component which is accessed by a mediator for implementing the required functionalities and 2) the prototype of a portable question-answering system named MQAS (Medical Question Answering System) which takes queries expressed in natural language and an ontology as input, and returns answers drawn from one or more knowledge bases. Conclusions on the results of preliminary tests performed in Clinical Institute in Bucharest and purposes for further work are also presented.
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I. INTRODUCTION

It is challenging for biomedical researchers to stay current with the literature in their field. At the other hand, to ensure best practice and treatment for patients, clinicians must access medical information, acquire new knowledge, and achieve information mastery in their field. Information retrieval systems are widely used; however, they return documents that have to be read by the user to extract relevant information. Inspired by the work of Cimino and Ayres [1] which developed a self-service query interface for re-use in clinical and translational research of the data captured in the course of routine patient available in the Biomedical Translational Research Information System (BTRIS) at the US National Institutes of Health (NIH), we have developed an ontology-driven Question Answering system to interface the Semantic Web to provide answers for a wide array of questions that arise in clinical work and biomedical research.

While semantic information can be used in several different ways to improve question answering, an important consequence of the availability of semantic markup on the web is that this can indeed be queried directly. In other words, we can exploit the availability of semantic statements to provide precise answers to complex queries, allowing the use of inference and object manipulation. Moreover, as semantic markup becomes ubiquitous, it will become important to be able to ask queries and obtain answers, using natural language (NL) expressions, rather than the keyword-based retrieval mechanisms used by the current search engines. More of that, our methodology for question answering was implemented in a prototype tool which returns answers (known facts) first, and only later the documents from which the facts are extracted.

The proposed prototype titled MQAS (Medical Question Answering System) is a natural language based front-end for the semantic web which takes queries expressed in natural language and an ontology as input, and returns answers drawn from one or more knowledge bases (KBs), which instantiate the input ontology with domain-specific information. Also, MQAS is coupled with a portable and contextualized learning mechanism to obtain domain-dependent knowledge by creating a lexicon. The learning component ensures that the performance of the system improves over time, in response to the particular community jargon of the end users.

II. SEMANTIC WEB TECHNOLOGIES

The goal of the Semantic Web is to solve the current limitations of the Web by augmenting Web information with a formal representation of its meaning. A direct benefit of this machine processable semantics would be the enhancement and automation of several information management tasks, such as search or data integration. The current focus of Semantic Web research is more and more directed towards supporting intelligent data exchange. In this case the information that is being annotated is not unstructured text but rather semi-structured information available from databases or exchanged between Web services.
Semantic Web service technology aims to automate performing such tasks based on the semantic description of Web services. Using these descriptions the right services can be selected and combined in a way that would solve the task at hand. There are two major approaches to Web service composition. First, given the specification of a start and final state, pre/post condition reasoning is performed to select and combine the right services. Second, using the parametric design paradigm, generic task workflows are formally specified and then populated with the right Web services depending on the task at hand.

In this paper is presented a methodology which allows to utilize the expressiveness of ontologies in an incremental manner within a distributed environment. This novel integration methodology is oriented towards the requirements and challenges of the application domain. It utilizes the expressiveness of ontologies to bridge semantic heterogeneity that originates from the distributed and autonomous manner in which data is collected throughout the domain. The basic idea is that an integrated access to co-existing datasets is already useful for researchers. A concept is presented which implements this methodology within a distributed environment based on Semantic Web technologies, i.e., the Resource Description Framework (RDF) data model and the WSMO (Web Service Modelling Ontology) which overlaps the OWL-S ontology. The resulting system is flexible and built upon loosely coupled components.

A. Resource Description Framework

Resource Description Framework (RDF) is the standard model for data interchange on the Web; prescribed framework for representing resources in a common format [2]. RDF is a graph-structured data model in which information is modelled as a set of triples. Each triple defines an atomic statement of the form (Subject, Predicate, Object) which states that the Subject has a property Predicate with value Object. RDF defines two different types of nodes. Subjects and predicates are always resources whereas objects are either resources or literals. Resources are identified by globally unique Uniform Resource Identifiers (URIs), which are a proper superset of URLs. In order to simplify the representation of structures which consist of several triples (such as lists) RDF allows for anonymous resources whose identifiers are only unique within the local context. Each object is either a resource or a literal. Literals are atomic values with optional type information (e.g., integer or string). RDF uses XML Schema data types, but users are also able to define their own.

An RDF graph is a directed labeled graph in which subject and object are labeled nodes and predicates are directed, labeled edges ranging from the subject to the object. The following definitions determine the meaning of terms used in the characterization of an RDF graph [3):

Definition 1 (RDF Node)

The set of RDF Nodes T is defined as \( I \cup (B \cup L) \) where \( I \) is an infinite set of URIs, \( B \) is an infinite set of Blank Node Identifiers, \( L \) is an infinite set of Literals and \( I, B \) and \( L \) are pairwise disjoint.

Definition 2 (RDF Triple)

A RDF Triple \( t \) is a tuple \((s,p,o)\) \( \in (I \cup B) \times I \times (I \cup B \cup L) \).

Definition 3 (RDF Graph)

An RDF Graph \( G \) is a set of RDF triples.

The RDF data model offers several properties that render it interesting for a deployment in the biomedical domain. First, it combines flexibility with expressiveness. As data is modeled as a network of objects, RDF is well-suited for the canonical representation of heterogeneous datasets and structures and therefore fosters interoperability. Second, RDF provides explicit formal semantics which allow to decompose an RDF dataset into comprehensible atomic statements, even if there is no thorough understanding of the data, e.g., due to missing schema information. Third, RDF enforces the explicit definition of entities, identifiers and relationships. For this reason, under the assumption of a suitable naming convention, resources can be uniquely identified on a global scale and RDF data can be easily combined with information from other datasets. This supports the development of incremental ontology-based approaches to information integration. For example, metadata, annotations or lineage information can be easily added to existing data. Furthermore, new attributes or concepts can be introduced and added to other datasets. At the same time RDF is characterized by its consistency, as data, metadata and semantics can be represented within one model.

B. Generic Web Service Ontologies

The recent developments in Web Services for Ontologies are based on the Web Ontology Language (OWL) [4] and are defined as OWL-S [5]. OWL is a semantic markup language for publishing and sharing ontologies on the world wide web, and together with RDFS is considered a more expressive way for describing things in the world and how they are related using classes and properties.

A common characteristic of all emerging frameworks for semantic Web service descriptions (OWL-S) is that they combine two kinds of ontologies to obtain a service description. First, a generic Web service ontology, such as OWL-S, specifies generic Web service concepts (e.g., Input, Output) and prescribes the backbone of the semantic Web service description. Second, a domain ontology specifies knowledge in the domain of the Web service, such as types of service parameters and functionalities that fills in this generic framework.

The OWL-S ontology is conceptually composed of three sub-ontologies for specifying what a service does (Profile), how the service works (Process) and how the service is implemented (Grounding). A fourth ontology contains the Service concept which links together a ServiceProfile, a ServiceModel and a ServiceGrounding concept [6].

1. The Profile Ontology specifies the functionality offered by the service, the semantic type of the inputs and outputs, the details of the service provider and several service parameters, such as quality rating or geographic radius. This description is used for discovering the service.

2. The Process ontology. Many complex services consist of
Fig. 1 Connection between OWLS Profile and Process (after [7])

smaller services executed in a certain order. OWL-S allows describing such internal process models. These are useful for several purposes. First, one can check that the business process of the offering service is appropriate (e.g., product selection should always happen before payment). Second, one can monitor the execution stage of a service. Third, these process models can be used to automatically compose Web services. A Profile contains several links to the Process. Figure 1 shows these links, where terms in bold-face belong to the Profile ontology and the rest to the Process ontology.

Firstly, a Profile states the Process it describes through the unique property has_process. Secondly, the Input, Outputs, Preconditions and Effects (IOPE) of the Profile correspond to the IOPEs of the Process. The IOPE’s play different roles for the Profile and for the Process. In the Profile ontology they are treated equally as parameters of the Profile. In the Process ontology only Inputs and Outputs are regarded as sub-properties of the process:parameter property. The Preconditions and Effects are just simple properties of the Process. The link between the IOPE’s in the Profile and Process part of the OWL-S descriptions is created by the refersTo property which has as domain ParameterDescription and ranges over the process:parameter.

3. The Grounding ontology provides the vocabulary to link the conceptual description of the service, specified by the Profile and Process, to actual implementation details, such as message exchange formats and network protocols. The Grounding ontology specializes the ServiceGrounding as a WSDLGrounding which contains a set of WsdlAtomicProcessGrounding elements, each grounding one of the atomic processes specified in the ProcessModel. The grounding to a WSDL description is performed according to three rules:

R1. Each AtomicProcess corresponds to one WSDL operation.

R2. Each input of an AtomicProcess is mapped to a corresponding message-part in the input message of the WSDL operation. Similarly for outputs, each output of an AtomicProcess is mapped to a corresponding message-part in the output message of the WSDL operation.

R3. The type of each WSDL message part can be specified in terms of a OWL-S parameter (i.e., an XML Schema data type or a OWL concept).

Let remind that OWL is particularly designed for use by applications that need to process the content of information, and to facilitate greater machine interpretability of Web content than what is supported by XML and RDF, by providing additional vocabulary along with a formal semantics. In fact, it allows constraints on properties, equivalence and disjointness of classes; union, intersection and complement of classes, and finally to characterize properties [8].

III. OPTIMIZING QUERY ACCESS TO ONTOLOGIES

Query access to an ontology is probably the most traditional access to structured information. In general, for this type of services we enable the requester to specify the ontology to be queried, the query itself, the query language used by the query, and, possibly, a specific query engine to use. A query engine typically returns a set of variable bindings associating the variables of the query with the possible classes or relationships.

Combining ontologies and Semantic Web Services has benefits for both sides. On the one hand, by providing Web Services access to various ontology-manipulation operations and supporting composition of these Web Services, we enable applications to use ontologies just as they use data, through the same communication protocols and technologies that they use to access other services. On the other hand, by specifying protocols and infrastructure for ontology manipulation and access, we can streamline the variety of ontology-management tools developed in recent years by providing a unified infrastructure, specifying inputs, outputs and effects of each operation.

A. Ontology Web Services capabilities

Using Web services capabilities for query access to ontologies not only provide a standard communication layer that allows any application to send its query and the ontology to be queried to a remote application dedicated to computing the result in a potentially structured way, but also a lot of facilities relating to generation of ontology views, translation of ontologies between formalisms, mapping and alignment of ontologies, ontology versioning, reasoning services, and so on.

Ontology Views. An ontology view provides a self-contained subset of an ontology based on the user’s specification. This notion of a view is different from views in databases where views are defined as SQL queries. The binding for variables essentially provides a definition of a new virtual table or set of virtual tables in a database. However, such an approach can’t be transposed to ontologies: the binding for variables is a set of the identifiers of the concepts that match the query, and not a set of concepts. If the variable binding resulting from a query can be seen as new tables for a database, they are by no mean a portion of an ontology or a restriction of its domain. A request for a web service providing
an ontology view contains the source ontology and the view definition. The result is also an ontology—in this case a subontology of the source ontology corresponding to the view (or a reference to it).

**Ontology Translation.** Ontologies can be represented in different ontology languages. Translation services convert an ontology from one representation language to another. Such services can be completely generic, performing the conversion based on general semantic mapping between primitives of the two languages. There are many initiatives currently underway to create such mappings for popular languages on the web.

**Management of multiple ontologies.** The Semantic Web approach is based on federating and combining different ontologies. Therefore, the existence of overlapping ontologies or different versions of the same ontology necessitate to establish correspondences between multiple ontologies, recognize their differences, compose them, or handle versioning issues. Providing ontology mapping, merging, and versioning of ontologies through Web Services enables applications to handle semantic heterogeneity dynamically.

**Improving semantics classification tools.** The integration of formal OWL ontologies provides a highly relevant semantic classification of messages, and the reuse by other applications of ontological knowledge base is also guaranteed. The interoperability and the knowledge exchange between systems must be ensured by ontology integration. In order to ensure its reuse and interoperability with systems which requesting for its service of classification, it is beneficial to implement semantic classifier tool based on SOA [9].

**Ensuring semantic interoperability.** To bridge the gap between operational data and formal representations of concepts, the information model of a biomedical ontology is formally defined using OWL language to create a site-specific clinical domain. The links between the formal data source representations and the domain concepts are made through ontological mappings implemented via the ontology knowledge organization system. It is during the query translation process that domain concepts are annotated with domain classes and properties. Once this is done, the results are fully represented in terms of a formal ontology and their semantics are hence readily exploitable by computers.

**B. Integration of multiple sources**

Integration of multiple, distributed, and heterogeneous sources are essential for developing query interfaces for ontologies based biomedical questions answering. Ensuring data quality in data integration is an issue or challenge because of their varying quality levels. The Meta data of data sources do not provide quality details and it is difficult to choose best query plan. It is also difficult to predict the resultant data quality before integration [10]. To mitigate above issues, this paper proposes a service oriented data integration architecture.

The access to biomedical data (such as data from relational databases) as well as the provision of an integrated view over the distributed sources of information are essential preliminaries for the implementation of the proposed concept. The utilized methods must be applicable without prior integration, mapping or annotation of the data sources. As a result, lightweight approaches and tools for further incremental semantic integration can be implemented. This includes, e.g., the annotation and transformation steps, which can be implemented on top of a global ontology-based view on the primary data sources as well as the results of previous integration steps. The global view also serves as an interface for users and applications. The implementation concept builds upon the RDF data model. To incorporate a fine-grained authentication model and preserve local access autonomy it implements a federated approach. From a querying perspective an example of the resulting system design is shown in fig. 2.

Here, the primary data as well as annotations and materialized implicit knowledge is spread among several distributed databases. The interfaces of these databases are harmonized by a wrapper component which is accessed by a mediator for implementing the required functionalities. A global index structure allows the mediator to determine relevant databases when executing queries or data transformation workflows. In order to implement this concept, components are required which allow to integrate non-RDF databases into the resulting global graph, provide efficient distributed query processing and execute flexible data transformation workflows. These components need to be: 1) fully functional within a distributed environment and allow to re-model local authorization models; 2) lightweight in terms of deployment and maintenance efforts; 3) fully support the described incremental integration process; 4) able to manage large data volumes (several 100 M triples) efficiently.

The architecture implements a query execution model which consists of four steps: 1) Parse and optimize the query; 2) Execute subqueries at the remote systems (partly sequentialized with bind joins); 3) Load local results into a global database; 4) Execute the query on the global database.

This is basically equivalent to executing the query on a relevant subgraph of the global graph. Therefore an RDF store
The proposed architecture can be successfully implemented for ontology based data integration with high quality of service, by fulfillment of the following requirements: 1) Local ontologies must be created from the local schemas of the data sources; 2) A global ontology must be created by using hybrid ontology approach; 3) data quality such as completeness and accuracy in data integration must be considered for each data source; 4) data source owners must be advised about inadequate quality of the data in case of poor data quality.

The core to the overall architecture is the triple-based data representation approach. A major challenge in the development of the current version of MQAS is to efficiently deal with complex queries in which there could be more than one or two terms. These terms may take the form of modifiers that change the meaning of other syntactic constituents, and they can be mapped to instances, classes, values, or combinations of them, in compliance with the ontology to which they subscribe. Moreover, the wider expressiveness adds another layer of complexity mainly due to the ambiguous nature of human language. So, naturally the question arises of how far the engineering functionality of the triple-based model can be extended to map a triple obtained through a NL query into a triple that can be realized by a given ontology.

To accomplish this task, the triple in the current MQAS version has been slightly extended. Therefore an existing linguistic triple now consists of one, two or even three terms connected through a relationship. A query can be translated into one or more linguistic-triples, and then each linguistic triple can be translated into one or more Ontology-Compliant Triples. Each triple also has additional lexical features in order to facilitate reasoning about the answer, such as the voice and tense of the relation. Another key feature for each triple is its category. These categories identify different basic structures of the NL query and their equivalent representation in the triple. Depending on the category, the triple tells us how to deal with its elements, what inference process is required and what kind of answer can be expected [11]. In what follows we provide an overview of the main components of the MQAS architecture.

### A. Linguistic Component (LC)

When a query is asked, the LC’s task is to translate from NL to the triple format used to query the ontology (Query-Triples). This preprocessing step helps towards the accurate classification of the query and its components by using
standard research tools and query classification. Classification identifies the type of question and hence the kind of answer required. The annotations returned after the sequential execution of these resources include information about sentences, tokens, nouns and verbs. These features, returned for each annotation, are important to create the triples, for instance, in the case of verb annotations, together with the voice and sense it also includes information that indicates if it is the main verb of the query (the one that separates the nominal group and the predicate). This information is used by the Linguistic Component to establish the proper attachment of prepositional phrases previous to the creation of the Query-Triples.

Some examples can be seen in Table 1), including 2 basic queries requiring an affirmation/negation or a description as an answer (the first 2 rows) and queries constituted by a wh-question, where the relation is implicit or unknown (the last 2 rows).

Categories not only tell us the kind of solution that needs to be achieved, but also they give an indication of the most likely common problems that the Linguistic Component and Relation Similarity Services will need to deal with to understand this particular NL query and in consequence it guides the process of creating the equivalent intermediate representation or Query-Triple. For the intermediate representation, we use the triple-based data model rather than logic, mainly because at this stage we do not have to worry about getting the representation completely right. The role of the intermediate representation is simply to provide an easy and sufficient way to manipulate input for the RSS.

### TABLE I. EXAMPLES OF NL QUERIES AND EQUIVALENT TRIPLES

<table>
<thead>
<tr>
<th>wh-generic term</th>
<th>Linguistic Triple</th>
<th>Ontology Triple</th>
</tr>
</thead>
<tbody>
<tr>
<td>Who are the researchers in the semantic web research area?</td>
<td>&lt;person/organization, researchers, semantic web research area&gt;</td>
<td>&lt;researcher, has-research-interest, semantic-web-area&gt;</td>
</tr>
<tr>
<td>description</td>
<td>Linguistic Triple</td>
<td>Ontology Triple</td>
</tr>
<tr>
<td>Who are the academics?</td>
<td>&lt;who/what is, ? academics&gt;</td>
<td>&lt;who/what is, ? academic-staff-member&gt;</td>
</tr>
<tr>
<td>wh-combination (and)</td>
<td>Linguistic Triple</td>
<td>Ontology Triple</td>
</tr>
<tr>
<td>Does anyone have interest in ontologies and is a member of research group?</td>
<td>&lt;person / organization, has interest, ontologies&gt; &lt;person/organization, member, research group&gt;</td>
<td>&lt;person, has-research-interest, ontologies&gt; &lt;research-staff-member, has-project-member, research group&gt;</td>
</tr>
<tr>
<td>wh-generic with wh-clause</td>
<td>Linguistic Triple</td>
<td>Ontology Triple</td>
</tr>
<tr>
<td>What researchers, who work in faculty, have interest in ontologies?</td>
<td>&lt;researchers, work, faculty&gt; &lt;researchers, has-interest, ontologies&gt;</td>
<td>&lt;researcher, has-project-member, faculty&gt; &lt;researcher, has-research-interest, ontologies&gt;</td>
</tr>
</tbody>
</table>

### B. Relation Similarity Service (RSS)

The RSS is the backbone of the question-answering system. The RSS component is invoked after the NL query has been transformed into a term-relation form and classified into the appropriate category. The RSS is the main component responsible for generating an ontology-compliant logical query. Essentially, the RSS tries to make sense of the input query by looking at the structure of the ontology and the information stored in the target KBs, as well as using string similarity matching, generic lexical resources, and a domain-dependent lexicon obtained through the use of a Learning Mechanism.

An important aspect of the RSS is that it is interactive. In other words, when ambiguity arises between two or more possible terms or relations the user will be required to interpret the query. Relation and concept names are identified and mapped within the ontology through the RSS and the Class Similarity Service (CSS) – not represented in fig. 2 considering it is part of RSS. The similarity services should use the ontology semantics to deal with ambiguous situations.

Where the ambiguity cannot be resolved by domain knowledge the only reasonable course of action is to get the user to choose between the alternative readings. Moreover, since every item on the Onto-Triple is an entry point in the knowledge base or ontology, they are also clickable, giving the user the possibility to get more information about them. Note also that the category to which each Onto-Triple belongs can be modified by the RSS during its life cycle, in order to satisfy the appropriate mappings of the triple within the ontology.

The RSS procedure for basic queries has several steps. The query is classified by the Linguistic component as a basic generic-type, then the first step for the RSS is to identify that validity (consistence) of terms through the use of string distance metrics. Whenever a successful match is found, the problem becomes one of finding a relation which links these terms. By analyzing the taxonomy and relationships in the target KB, MQAS finds that the only correct relation between two terms. Having done this, the answer to the query is provided. Whenever multiple relations are possible candidates for interpreting the query, if the ontology does not provide ways to further discriminate between them, string matching is used to determine the most likely candidate, using the relation name, the learning mechanism, eventual aliases.

### C. Answer Engine

The Answer Engine is a component of the RSS. It is invoked when the Onto-Triple is completed. It contains the methods which take as an input the Onto-Triple, and infer the required answer to the user’s queries. In order to provide a coherent answer, the category of each triple tells the answer engine not only about how the triple must be resolved (or what answer to expect) but also how triples can be linked with each other. For instance, MQAS provides three mechanisms (depending on the triple categories) for operationally integrating the triple’s information to generate an answer. These mechanisms are:1) And/or linking; 2) Conditional link to a term; 3) Conditional link to a triple.

### D. Learning Mechanism

Since the universe of discourse we are working within is determined by and limited to the particular ontology used,
normally there will be a number of discrepancies between the natural language questions prompted by the user and the set of terms recognized in the ontology. In such a case, it becomes necessary to learn the new terms employed by the user and disambiguate them in order to produce an adequate mapping of the classes of the ontology. The learning mechanism (LM) in MQAS consists of two different methods, the learning and the matching. The latter is called whenever the RSS cannot relate a linguistic triple to the ontology or the knowledge base, while the former is always called after the user manually disambiguates an unrecognized term (and this substitution gives a positive result). When a new item is learned, it is recorded in a database together with the relation it refers to and a series of constraints that will determine its reuse within similar contexts [12].

V. TESTS AND EXPERIMENTAL RESULTS

MQAS is implemented in Java as a modular web application, using a client-server architecture and is supported by the platform INSER@SPACE, which was developed within the INSEED project. INSEED was a research project having the aim to create a modern framework for training and skills forming in higher education in science, design and services management and to promote innovation in service industry based on a model of open, continuous education and cloud type distributed computing infrastructure with virtualized resources and accessible as services, interconnected at European structures.

INSER@SPACE, like collaborative environment for dissemination of the INSEED project results, is an approach developed in the UB that provides support for a modern education of the future, both at research and curricula development level in many services sectors. This involves using cutting edge technology infrastructure of cloud in different ways, among them organizing and providing content area dedicated to Service Science - through a shared environment knowledge (SSKE - Service Science Knowledge Environment); The discussed application was integrated in connection with the E Health top-level ontology (see http://sske.cloud.upb.ro/sskemw/index.php/E-Health) included in SSKE. The prototype is still under tests, but in the same time it will be developed to include more data.

Test scenario

In order to demonstrate the functionality of a self-service query interface, we developed a first simplified version of a software tool based on a set of domain-specific query modules that can be selected by the users and related to each other only through “AND” and “OR” relationships. We assessed the theoretical capabilities for the query tool to address the previous user query requirements with respect to the various domains, attributes and relationships. Analysis considered the capabilities of the initial version of the tool as well as of a subsequent extended version. System requirements were enumerated and then divided into those to be included in the first version of the new tool and in the later version.

User queries were collected by the courtesy of a research team of the Clinical Institute of Fundeni, Bucharest, as part of their routine user interactions. Each query was developed manually after discussion between a database analyst and user. Requests were classified based on the data domains requested (demographics, laboratory results, etc.), the types of data attributes specified (date range, value range, cardinality, etc.), and the relationships between the data.

Multiple modules may be selected. Each module includes a collection of optional query prompts (e.g., date and value and patient age ranges). The modules are defined using XML data structures that specify the prompts to be included and the SQL queries generated by the tool based on user input to the prompts. The domains and features of the initial and in work a later version of the system are shown in Table 2.

<table>
<thead>
<tr>
<th>Query Function</th>
<th>Version 1</th>
<th>Added features in later Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domains</td>
<td>Laboratory Results</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clinical Documents</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medications</td>
<td></td>
</tr>
<tr>
<td>Query Features</td>
<td>Age Range, Date Ranges, Value Range</td>
<td>Controlled Terminology, Cardinality</td>
</tr>
<tr>
<td>Relationships</td>
<td>AND, OR</td>
<td>NOT, Before, After</td>
</tr>
</tbody>
</table>

Rather than wait until all modules and all prompts were completed, we chose to deploy an initial version of the system with what we consider to be a “critical mass” of the most popular data domain modules and the most important query parameter prompts.

Collection of User Queries

A total of 22 user queries were collected over the past year. Some examples of correlation between the domains of interest and the attributes of those domains are shown in Table 3, according to the following key to Domains: A=Admission, B=Blood Bank, C=Clinical Documents, D=Demographics, Dx=Diagnosis, L=Laboratory Tests, E=Echo, M=Medications, P=Pathology and the key to Attributes: a=age, c=controlled terms, d=date range, t=text search, v=discrete values. Italic items represent features planned for the future version. For example, Query #3 involved the domains Laboratory (implemented) and Pathology (planned); Query #5 involved the domains Clinical Documents and Laboratory (implemented), respectively Diagnosis and Pathology (planned).

<table>
<thead>
<tr>
<th>Query #</th>
<th>Domains</th>
<th>Relationships</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>B, C, D, L, M</td>
<td>AND</td>
<td>c, d, t, v</td>
</tr>
<tr>
<td>2</td>
<td>A, D, E</td>
<td>AND</td>
<td>a, t, v</td>
</tr>
<tr>
<td>3</td>
<td>L, P</td>
<td>AND</td>
<td>d, t, v</td>
</tr>
<tr>
<td>4</td>
<td>D, L, M</td>
<td>AND</td>
<td>a, d, t, v</td>
</tr>
<tr>
<td>5</td>
<td>C, Dx, L, P</td>
<td>AND, OR</td>
<td>t, v</td>
</tr>
<tr>
<td>6</td>
<td>L, M, P</td>
<td>AND, OR</td>
<td>a, v</td>
</tr>
</tbody>
</table>
Comments on results

Till now we do not collect enough queries to have a concluding analysis. From the mentioned 22 queries, only four can be handled totally by the initial version of the tool, but only 2 of them should not be handled by the later planned version of the tool. Based on our experience with the implementation of the tool thus far, we believe that the addition of new domains and attributes will be straightforward; their limitations are development time, not algorithmic complexity.

The user queries touched on all the domains implemented in the current version of the query tool, as well as most of the planned domains. As of this writing, a few domains (Alerts, Allergies, ECG, and Pulmonary Function) have yet to be requested. Four queries involved domains that we had not previously planned to provide: Research Study (three queries) and Discharge/Transfer events (one query).

Further work objectives

In order to maximize the potential of the above described prototype, the intention is to integrate it in a extended cloud-type structure based on the concept of Computing Continuum (ComCon for short) [13]. ComCon represents physical computing means, embracing clouds, communicating objects, sensors and smart devices, possibly utilising open source approaches, which have informational representation in the comprehensive hierarchy of human needs and problems. ComCon semantically binds proved available experience in the needs' satisfaction, including related knowledge and necessary resources. In order to integrate our platform in such unique knowledge architecture that satisfies European Internet users' need in Web resource that centralizes generic and private human experience and related knowledge, the following issues will be approached:

- Development of Need-Oriented Programming modules, which programs are sets of executable instructions (for human or for the computer), on the one hand, and knowledge available both for human and software agents on the other hand.
- Development of software tools that provide automatic synthesis of software and/or scenarios of activities aimed to a satisfaction of needs or to problems' solving, especially answering to automatically generated questions
- Development of software tools that take charge of semantic search in the Web and allows users to operate their environment by means of a formulation of goals, of commands or/and by a description of a course of actions
- Development of innovative form of Web service, namely, query-service interface, able to recognise a current user's need or a problem and, given all available data, provides users with adequate service.

Another challenge is to enhance the role of biomedical ontologies as particular embodiment of knowledge, methods, and even philosophy. When seen as meta-models, ontologies “can be pushed into artefacts and embedded in working environments, shaping them and guiding in this way user’s experience and expectations” [14]. The goal is to explore the way ontologies realize technological mediation processes toward the artefacts that contain them. Therefore, instead of the traditional focus on quantitative technological risk, we will focus on technology's soft impacts, especially how technology influences values, norms, aspirations, needs, identities, responsibilities, meanings, and human relations.

VI. CONCLUSION

Ontologies are now increasingly used in information systems to enrich the data analysis process, allowing the user to use ontology concepts for semantic queries. They can represent a domain knowledge that is not possible with a relational database information model. In the present study, we proposed a framework to link a database to an external ontology using a semantic web tool.

We demonstrated the performance impact of ontology use in the querying process. Using the ontology as query support enriched the data analysis process and extracted the knowledge needed to answer medical questions. The ontologies include structured vocabulary and formalized knowledge to express queries, and act as a mediator between the user and the data. The framework we propose is designed to promote progress in the healthcare services, with the goal, not of developing an underlying formal ontology for biomedical purpose, but rather of achieving appropriate mappings of existing available biomedical ontologies. The results of our study are likely to lead to the development of additional requirements for the tool. We hope to continue with all the current planned extensions, even those that have not yet been required of user queries, because we believe it is only a matter of time before a user makes a request that will need them. The objectives for this future work aim including optimization of query performance, expanding the synonyms in our controlled terminology lookup tool, rendering query results into formats that meet user requirements, and adding post-processing data analysis and visualization tool.

We acknowledge that the proposed approach is not easy to apply because of several distinctions and constraints it requires. We believe, however, that the approach promises significant benefits, both practical (clinical) and theoretical (scientific), in the long run.
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