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Abstract—Measurements of chromosomal changes provided using the modern single nucleotide polymorphism (SNP) array technology are accompanied by extensive noise. This makes difficulties in the estimation of genome copy number variations (CNVs) essential for human life. We propose an efficient algorithm for computing the confidence upper and lower boundary limits in order to guarantee an existence of genomic changes with a required probability. The algorithm is designed to approximate the breakpoint jitter probability with the discrete skew Laplace distribution. We test two SNP-based measurements by the upper and lower confidence bound masks and show special cases when the estimated chromosomal change may not exist and the breakpoint locations cannot be estimated with sufficient accuracy.
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I. INTRODUCTION

Structural chromosomal changes called copy-number variations (CNVs) in the deoxyribonucleic acid (DNA) are crucial to understand cancer biology. The cell with the DNA typically has a number of copies of one or more sections of the DNA that results in the structural chromosomal rearrangements - deletions, duplications, inversions and translocations of certain parts [1]. A brief survey of types of chromosome alterations involving copy number changes is given in [2]. A commonly accepted unit of measurement in molecular biology is kilobase (kb) equal to 1000 base pairs of DNA [3]. The human genome with 23 chromosomes is estimated to be about 3.2 billion base pairs long and to contain 20000 – 25000 distinct genes [4]. Each CNV may range from about one kb to several megabases (Mbs) in size [1].

One of the most modern and efficient technologies to identify the CNV utilizes the single nucleotide polymorphism (SNP) array [5]. Commercial probe-based SNP array platforms are able to genotype, with > 99% accuracy, about one million SNPs in one assay [6], [7]. The CNV measurements using this technology are represented by the Log R ratios (LRRs), which are the logtransformed ratios of experimental and normal reference SNP intensities centered at zero for each sample [8]. Cancer sample is often contaminated by normal stromal cells, which add normal DNA to measured material. Normal DNA addition smooth changes in Log R Ratio. Experimental noise makes Log R ratio profile much less variant than it is implied and the threshold approach can be used [8]. Note that intensive noise makes almost impossible visual identification of the breakpoints and copy numbers in small segments.

The following properties of the CNVs function can be recognized [2]: 1) It is piecewise constant (PWC) and sparse with a small number of alterations on a long base-pair length, 2) Its constant values are integer, although this property is not survived in the log R Ratio, and 3) The intensive measurement noise in the log R Ratio can be modeled as additive white Gaussian. The estimation problem associated with the CNVs is thus to predict the breakpoints locations and the segmental levels with a maximum possible accuracy and precision acceptable for medical applications. Because of intensive noise [9], the estimates have to be accompanied with the confidence upper bound (UB) and lower bound (LB) masks considered in [10], [11].

II. CONFIDENCE UB AND LB MASKS

Jitter in the breakpoints and segmental errors can be bounded by the probabilistic confidence UB and LB masks to guarantee an existence of the CNVs between the masks with the required probability.

A. Jitter Distribution

It follows from [10], [12] that jitter in the jth breakpoints \( n_j \) of a discrete sparse piecewise-constant signal such as the CNVs measured in white Gaussian noise can be approximated with the discrete skew Laplace probability density function (pdf) [13]:

\[
p(k|d_l, q_l) = \frac{(1 - d_l)(1 - q_l)}{1 - d_l q_l} \left\{ \begin{array}{ll}
\frac{d_l^k}{q_l^{k+1}} & , \quad k \geq 0, \\
\frac{q_l^k}{d_l^{k+1}} & , \quad k \leq 0,
\end{array} \right.
\]

where \( d_l = e^{-\frac{\mu_l}{\sigma^2}} \in (0, 1) \) and \( q_l = e^{-\frac{\kappa_l}{\sigma^2}} \in (0, 1) \), \( \kappa_l = \sqrt{\ln \frac{1}{\ln(q_l/\mu_l)}} \), \( \mu_l = -\frac{\kappa_l}{\ln q_l} \),

\[
x_l = \frac{\phi_l(1 + \mu_l)}{2(1 + \phi_l)} \left( 1 - \sqrt{1 + \frac{4\mu_l(1 - d_l^2)}{\phi_l^2(1 + \mu_l)^2}} \right),
\]

\[
\mu_l = \frac{P(A_l)\{1 - P(B_l)\}}{P(B_l)\{1 - P(A_l)\}},
\]

\[
\phi_l = \frac{P(A_l) + P(B_l) - 1}{[1 - 2P(A_l)][1 - 2P(B_l)]},
\]

\[
P(A_l) = \left\{ \begin{array}{ll}
1 + \frac{1}{2}[\text{erf}(q_l^\beta) - \text{erf}(q_l^\alpha)] & , \quad \beta^- < \alpha^+ , \\
\frac{1}{2}\text{erfc}(q_l^\alpha) & , \quad \beta^- = \alpha^+ , \\
\frac{1}{2}\text{erfc}(q_l^\beta) - \text{erf}(q_l^\alpha) & , \quad \beta^- > \alpha^+ ,
\end{array} \right.
\]
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\[ P(B_l) = \begin{cases} \frac{1}{2} [\text{erf}(h_1^\beta) - \text{erf}(h_l^\beta)] & , \quad \gamma^-_l < \gamma^+_l, \\ 1 - \frac{1}{2} \text{erfc}(h_1^\beta) & , \quad \gamma^-_l = \gamma^+_l, \\ 1 + \frac{1}{2} \text{erfc}(h_l^\beta) & , \quad \gamma^-_l > \gamma^+_l, \end{cases} \] (6)

where \( q_1^\beta = \frac{\beta - \Delta_1}{\sqrt{\Delta_1}} \sqrt{\frac{\gamma^-_l}{2}}, \quad q_l^\beta = \frac{\alpha_l - \Delta_1}{\Delta_1} \sqrt{\frac{\gamma^-_l}{2}}, \quad h_1^\alpha = \frac{\alpha_1 - \Delta_1}{\Delta_1} \sqrt{\frac{\gamma^-_l}{2}}, \)

\[ h_l^\alpha = \frac{\alpha_l - \Delta_1}{\Delta_1} \sqrt{\frac{\gamma^-_l}{2}}, \quad \text{erf}(x) \text{ is the error function, erfc}(x) \text{ is the complementary error function, and} \]

\[ \alpha_l, \beta_l = \frac{a_l \gamma^-_l - a_{l+1} \gamma^+_l}{\gamma^-_l - \gamma^+_l} + \frac{1}{\gamma^-_l - \gamma^+_l} \times (a_l - a_{l+1})^2 \gamma^-_l \gamma^+_l + 2 \Delta_l^2 (\gamma^-_l - \gamma^+_l) \ln \frac{\gamma^-_l}{\gamma^+_l} \] (7)

if \( \gamma^-_l \neq \gamma^+_l \). For \( \gamma^-_l = \gamma^+_l \), set \( \alpha_l = \Delta_l/2 \) and \( \beta_l = \pm \infty \). Here \( \gamma^-_l = \frac{\alpha_l}{\sigma_l^2} \) and \( \gamma^+_l = \frac{\alpha_{l+1}}{\sigma_{l+1}^2} \) are the signal-to-noise ratios (SNRs) in the \( l \)th and \((l+1)\)th segments related to a change \( \Delta_l = a_{l+1} - a_l \) in the \( n_l \) breakpoint and \( \sigma_l^2 \) and \( \sigma_{l+1}^2 \) are the variances of the segmental white Gaussian noise.

1) Jitter Bounds: The left jitter bound (LJB) \( J_l^L \) and the right jitter bound (RJB) \( J_l^R \) can be determined with respect to the \( l \)th breakpoint \( \hat{n}_l \) as follows. Consider the jitter distribution (1) for known \( \gamma^-_l \) and \( \gamma^+_l \). Increase \( k \) in (1) from zero until \( p_k < \xi, \% \). Accept the relevant value of \( k \) as the right jitter \( k_l^R \). Next, reduce \( k \) from zero until \( p_k < \xi, \% \) and accept the relevant value of \( k \) as the left jitter \( k_l^L \). Form the LJB and RJB as

\[ J_l^L \equiv \hat{n}_l - k_l^R, \quad J_l^R \equiv \hat{n}_l + k_l^R. \] (8)

2) Segmental Bounds: The confidence UB and LB for segmental estimates can thus be specified in the \( \vartheta \)-sigma sense as:

\[ \tilde{\sigma}_j^{UB} \equiv \hat{\sigma}_j + \vartheta \hat{\sigma}_j, \]

\[ \tilde{\sigma}_j^{LB} \equiv \hat{\sigma}_j - \vartheta \hat{\sigma}_j. \] (10)

Here, \( \vartheta \) indicates the bound widthens in terms of \( \sigma_j \). The probability \( \xi \) for the segmental estimate to exceed a threshold \( \epsilon \) strongly depends on the segmental length \( N_j \) and can be determined using 1. Table I gives several values of \( \vartheta, P \), and \( \xi \) for likely existing genomic changes (50%) [11].

### Table I. Probabilistic measures for genomic changes

<table>
<thead>
<tr>
<th>( \vartheta )</th>
<th>( P(% )</th>
<th>( \xi(% )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6745</td>
<td>50</td>
<td>30</td>
</tr>
<tr>
<td>1-Sigma</td>
<td>1</td>
<td>68.27</td>
</tr>
<tr>
<td>Probable</td>
<td>1.15035</td>
<td>75</td>
</tr>
<tr>
<td>Almost certain</td>
<td>1.81191</td>
<td>93</td>
</tr>
<tr>
<td>Typical confidence</td>
<td>1.96</td>
<td>95</td>
</tr>
<tr>
<td>2-Sigma</td>
<td>2</td>
<td>95.45</td>
</tr>
<tr>
<td>3-Sigma</td>
<td>3</td>
<td>99.73</td>
</tr>
<tr>
<td>Certain</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

### Table II. Algorithm for computing the UB mask \( B_n^U \) and LB mask \( B_n^L \) via SNP array CNV’s measurements \( y_n \) and the breakpoint locations estimates \( \hat{n}_l \). Given: bound wideness (\( \vartheta \)-sigma).

**Input:** \( y_n, \hat{n}_l \); \( \vartheta \)

1: \( \xi = \text{erfc}(\frac{\hat{\Delta}_l}{\sqrt{\Delta_1}}), \quad L = \text{length}(\hat{n}_l), \quad M = \text{length}(y_n) \)

2: \( N_{l+1} = M - \hat{n}_l, \quad n_0 = 0 \)

3: for \( j = 1 : L + 1 \) do

4: \( I_j = n_j - n_{j-1}, \quad \hat{\sigma}_j = \frac{1}{I_j} \sum_{y=1}^{I_j} (y - \hat{\Delta}_j)^2 \)

5: \( \sigma_j = \sqrt{\sum_{y=1}^{I_j} (y - \hat{\Delta}_j)^2} \)

6: end for

7: \( (k_l^L, k_l^R) = k_l^L k_l^R \) jitter \((\hat{\Delta}_j, \hat{\sigma}_j, L) \) \( \triangleright \) right jitter

8: \( I_{l+1} = M - 1, \quad E_{l+1} = M - 1 \)

9: for \( l = 1 : L \) do

10: \( \hat{I}_l = k_l^L \)

11: \( \hat{E}_l = k_l^R \)

12: end for

13: for \( l = 1 : L \) do

14: \( \hat{I}_l = \{ \hat{I}_{l+1} \text{ if } \hat{\Delta}_l \leq 0 \}

15: \( \hat{E}_l = \{ \hat{E}_{l+1} \text{ if } \hat{\Delta}_l \geq 0 \}

16: end for

17: \( \hat{I}_l, \hat{E}_l \)

18: for \( n = 0 : M - 1 \) do

19: \( l = \{ l + 1 \text{ if } n \geq \hat{I}_l \}

20: \( k = \{ k + 1 \text{ if } n \geq \hat{E}_l \}

21: \( B_n^U = \hat{\vartheta}_k + 3 \sqrt{\frac{N_k}{2}} \) \( \triangleright \) UB mask

22: \( B_n^L = \hat{\vartheta}_k - 3 \sqrt{\frac{N_k}{2}} \) \( \triangleright \) LB mask

23: end for

Output: \( B_n^U, B_n^L \)
The estimates allowed error probability at available at http:// the SNP array measurements published in [8] and available masks to determine possible false breakpoints. We employ Log R ratios (LRRs) scale centered at zero. From samples. The measurements are normalized and plotted in the B the algorithm for computing the UB mask can be formed to outline the region of existence for true CNVs. B. UB and LB Masks By combining (8), (9), (10), and (11), the UB and LB masks can be formed to outline the region of existence for true CNVs. The algorithm for computing the UB mask B^U_n and LB mask B^L_n is developed in Table II. Its input is measurements y_n, breakpoint estimates \hat{n}_l, allowed error probability \xi, number L of the breakpoints, and number of probes M. At the output, the algorithm produces the masks B^U_n and B^L_n. The masks have the following basic properties [11]:

- The true CNVs exist between B^U_n and B^L_n with the given probability \xi; 99.73% in the 3-sigma sense.
- If B^U_n or B^L_n covering two or more breakpoints is uniform, then there is a probability of no changes in this region.
- If both B^U_n and B^L_n covering two or more breakpoints are uniform, then there is a high probability of no changes in this region.

### III. Experimental Verification

In this section we apply the UB and LB probabilistic masks to determine possible false breakpoints. We employ the SNP array measurements published in [8] and available atable at http:// bioinfo—out.curie.fr/ projects/snp_gap/. The estimates \hat{n}_l of the breakpoint locations and segmental levels \hat{a}_l are obtained using the CBS algorithm [14], [15]. The UB and LB masks are used to identify possible false breakpoints or the ones with low probability of existence. Several typical examples are discussed below.

The database processed are the chromosomes 1st, 8th and 13th in files “BLC..B1..T45”, “BLC..B1..T31” and “BLC..B1..T37”, respectively. Figure 1 and Fig. 2 show measurements and the CNVs estimates of first and second samples. The measurements are normalized and plotted in the Log R ratios (LRRs) scale centered at zero. From

From the first measurement, one can obtain 23 segments and 22 breakpoints using the algorithm cghcbs. And for the second, we obtain 59 segments and 60 breakpoints using the same algorithm. To show that not each breakpoint is detected with a high probability, below we consider several cases which indicate possible false breakpoints and their locations.

A. Localized segmental change

We first select a part of measurements in Fig. 1 around the estimated segmental level \hat{a}_{18} and two breakpoints, \hat{i}_{17} and \hat{i}_{18}. The relevant confidence masks are shown in Fig. 3 to represent a normal case of CNVs detection with a given probability P taken from Table I. As can be seen, the breakpoints are localized in the 1-sigma sense (P = 68.27%) with no errors, but the segmental level is detected with an error of about \pm 20%. Admitting that the confidence probability of P = 68.27% may not be sufficient for medical decisions, we apply the masks in the 3-sigma sense (P = 99.73%) and observe that the breakpoints can no longer be detected exactly and the segmental errors increase to about \pm 50%. Although the CNV evidently exists in this case, there is a necessity of defining an exact value of P which is sufficient for medical needs.

B. False segmental change

Let us now consider a part of measurements in Fig. 1 around segment a_{10} with the estimates and confidence masks shown in Fig. 4. In this case, the confidence masks do not confirm and existence of segmental changes and there is a high probability of false breakpoints and CNV around a_{10}. Similar conclusions can be made while considering the masks in Fig. 5 which refers to the second chromosome measurement shown in Fig. 2.

C. Possible false segmental change

We finally select a part of measurements of chromosome 8 from the second file around segment a_{8} which has a specific in the segmental change detection. The estimates around these points are tested by the confidence masks as shown in Fig. 6. It is seen that the 1-sigma sense (P = 68.27%) does not reveal any changes in this region. The 2-sigma sense (P = 95.45%) suggests that the right-hand breakpoint exists, but the left-hand does not exist. Surprisingly, the 3-sigma sense (P = 99.73%) speaks in favor of the existence of the breakpoints and segmental changes. One thus may conclude that there is a probability that the segmental change around a_{8} is false. One may arrive at the same conclusions by considering Fig. 7 and Fig. 8 related to the chromosome measurements shown in Fig. 2.

### IV. Conclusion

In this paper, we have tested the SNP array measurements and estimates of the CNVs using the cghcbs algorithm by the confidence masks. The following inferences have been made. Massive measurement data obtained using the modern SNP array technology are still accompanied with intensive
Fig. 1. Measurements and estimates of a part of the 1st chromosome taken from the files “BLC. B1. T45.txt”. Segmental levels $\hat{a}_{10}$, $\hat{a}_{21}$ and $\hat{a}_{23}$ cannot be distinguished visually. If we apply the UB and LB masks, then there is a probability that the breakpoints $\hat{i}_9$, $\hat{i}_{10}$, $\hat{i}_{20}$, $\hat{i}_{21}$, $\hat{i}_{22}$ and $\hat{i}_{23}$ do not exist.

Fig. 3. The UB and LB masks around the segmental level $\hat{a}_{18}$ for confidence probabilities taken from Table I: the CNV evidently exists, but the breakpoints and segmental level cannot be estimated with high probability.

noise that does not guarantee reliable detection of the CNVs. The confidence masks used to test the estimates suggest that some segmental changes may not exist or breakpoints cannot be detected with sufficient accuracy. Moreover, different confidence limits may lead to contradictory results caused by uncertainties.

We thus formulate the estimation problems which still remain unsolved. The confidence probability has to be defined and optimized from the medical perspective in order to avoid uncertainties and false decisions. On the other hand, the jitter probability that was previously justified approximately via the skew discrete Laplace distribution is not sufficiently accurate for low and extra low signal-to-noise ratios. Thus, the jitter distribution in such signals needs further improvements.
Fig. 2. Measurements and estimates of a part of the 1st chromosome taken from the files “BLC_-T37.txt”. Segmental levels $\hat{a}_{10}$, $\hat{a}_{21}$ and $\hat{a}_{23}$ cannot be distinguished visually. If we apply the UB and LB masks, then there is a probability that the breakpoints $i_9$, $i_10$, $i_20$, $i_21$, $i_22$ and $i_23$ do not exist.

Fig. 5. The UB and LB masks around the segmental level $\hat{a}_5$ from “BLC_-T37, for confidence probabilities taken from Table I: the confidence masks do not confirm an existence of segmental changes.

Published problems are currently under the investigation.
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