
 

 

  
Abstract—The performance of decision tree algorithms for minor 

classes may be poor, because the algorithms are constructed to achieve 
the maximum accuracy for a given data set, while the minor classes are 
often neglected. Over-sampling can be a plausible strategy for better 
classification in such cases. SMOTE was devised, as an over-sampling 
method that generates artificial instances. But, the quality of the 
generated instances may not be as good as desired, even though these 
instances are based on nearest neighbors. To surmount this problem 
we suggest a new method that examines the generated instances by 
using artificial neural networks so that we may achieve better training 
set for the minor class. The effectiveness of this method is shown by 
experiments. 
 

Keywords—Decision trees, synthetic data, over-sampling, 
minority class. 

I. INTRODUCTION 
ECISION trees are important data mining tools because of 
their good understandability and are used frequently for 

classifying data [1, 2, 3, 4]. However, the two tools tend to 
neglect minor data to achieve maximum overall accuracy, 
making the misclassification of minor data a major concern for 
effective data mining [5, 6]. Minor classes are classes having a 
relatively smaller number of instances in the target data sets. 
The accurate classification of these minor classes is more 
important than major classes, because we are often more 
interested in these rare cases. Over-sampling can be a good 
strategy to overcome this problem, when data collectability is 
limited. This method is especially applied to imbalanced data 
sets to find more reliable classifiers for minor classes [7].  
   There are two kinds of over-sampling method: simple 
over-sampling and artificially generating minor instances. 
SMOTE[8] is a representative over-sampling method based on 
artificial instance generation for a minor class. Because of its 
importance several slightly modified methods based on 
SMOTE have been suggested [9, 10]. But, incorrect training 
instances can easily lead to incorrect classifications. So, 
generating correct instances is important.  
   The true class of the artificially generated instances, however, 
may be questioned, because they are not real data. One possible 

 
H. Sug is with the Division of Computer and Information Engineering, 

Dongseo University, Busan, 617-716 Korea (phone: +82-51-320-1733; fax: 
+82-51-327-8955; e-mail: sht@ gdsu.dongseo.ac.kr).  

solution is to rely on the opinion of a domain expert, but, an 
expert may not be always available. A second possibility is to 
rely on the data themselves.   
   There are many data mining algorithms available, and 
depending on the particular data mining algorithm used, each 
data set may have a different performance. For example, 
decision trees and artificial neural networks may have a 
different performance for the same data set, because decision 
tree algorithms are based on greedy search methods, while 
artificial neural networks are based on repeated and gradual 
training methods. In other words, decision tree algorithms have 
a stronger tendency to be satisfied with local optima compared 
to artificial neural networks. As a result, it is known that 
decision trees have poorer performance than artificial neural 
networks in many cases [11, 12]. So, we may use them to test the 
artificially generated instances. In section 2 we discuss our 
experiment method, and in section 3 conclusions are provided. 

II. METHOD AND EXPERIMENT 

A. Method 
Using artificially generated instances of the minor class, 

SMOTE attempts to generate better decision trees like those of 
C4.5[13]. The artificial instances are made based on the 
K-nearest neighbors algorithm and randomization on 
continuous values between the nearest neighbors. While the 
performance of the system has been verified with a10-fold cross 
validation, there is some possibility that the class of the 
artificially generated instances may not be correct.  

On the other hand, due to the differences of the data mining 
algorithms used, each data set may have a different accuracy. 
So, we want to check the class of artificially generated instances 
by SMOTE using artificial neural networks. In the following 
experiments, we first check the performance of three different 
data mining algorithms using data sets generated from SMOTE, 
and then check the quality of the over-sampled data sets. 

B. Principles of Related Algorithms 
In this paper we want to find better decision trees. So, let’s see 
the principles of two representative decision tree algorithms.  
    C4.5 was invented by J. L. Quinlan [13]. It uses 
entropy-based splitting criterion to grow its branches of the 
tree. The definition of entropy for information can be 
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expressed H(X). Suppose i∈{1, 2, …, n} and let p(xi) be the 
fraction of instances of class i in the data set. 
 

H(X) = -∑ i=1~n p(xi) log p(xi)                  (1) 
 

So, more skewed distributions of X can have smaller H(X) 
values.  
    CART stands for Classification And Regression Trees, and 
invented by Breiman et al. [14]. CART uses purity-based 
splitting criterion to grow its branches in the tree called Gini 
index.  
 

G(X) = ∑ i=1~n p(xi) {1-p(xi)}                        (2) 
 

So, if all instances are in the same class, the Gini index value is 
0. Because of the property of the equation, the values generated 
from Gini index is more uniform than those from entropy. 

C. Performance Measures  
This paper uses two performance measures to evaluate the effect 
of the suggesting method.   
    Accuracy is very common measure to explain the overall 
performance. Assume that we have a confusion matrix like table 
1. 
Table 1. Confusion matrix 

 
 
 
Predicted 
class 

                                    Actual class 
 Positive(p) Negative(n) 
Positive 

(p) 
True 

positives(TP) 
False 

positives(FP) 
Negative 

(n) 
False 

negatives(FN) 
True 

negatives(TN) 
 
    The accuracy can be calculated 
 

      Accuracy = (TP + TN) / (TP + FP + FN + TN)          (3) 
 
    The TP rate for class p can be calculated 
  

TPp = TP / (TP + FN)                               (4) 
 

    The TP rate for class n can be calculated 
 

TPn = TN / (TN + FP)                              (5) 
 

    Because different data sets have different performance with 
respect to TP rate for each class, geometric mean can be a good 
measure to compare whole TP rates for each used data mining 
algorithm. The geometric mean Gm can be calculated 
 

   Gm = SQRT(TPp × TPn)                             (6) 
 
    If we have more than two classes, say N, true positives of 
each class will be in each respective diagonal position of N×N 
confusion matrix, and the same notation as the 2×2 confusion 
matrix can be applied. 
 

D. Related Work 
Developing better data mining models for imbalanced data sets 
attracted a lot of attentions, because many real world data sets 
have such property [15, 16]. Imbalanced data sets may suffer 
neglecting minor classes, because minor classes occupy only 
small portion of the whole population of training data set so that 
the true positive rates for the minor classes may be poor even the 
overall accuracy is good. As a means to mitigate the class 
imbalance problem in [17] SVM was used. Because SVM uses 
data repeatedly to train its model that usually found in the 
training method of artificial neural networks, better results in 
experiment was reported. In [18] the effect of over-sampling 
and under-sampling was investigated with several data mining 
algorithms of accuracy like SVM, rough sets, cost sensitive 
classifiers, and compared the effect of the algorithms.  
    We used two very different data sets for experiment; the 
annealing data and the Parkinson's data. So, let's see related 
work that used the data sets to find better data mining models.      
    Several research results were reported for better performance 
in the classification of the annealing data. In [19] neural network 
ensemble is used. The accuracy is about 92.81% with 10-fold 
cross validation. In [20] cost sensitive learning method 
including BP was suggested to find better machine learning 
algorithms. Several public data sets including the annealing data 
were used for experiment. Around 2.3% error rate was reported 
for the annealing data in the experiment.  
    Parkinson's disease also attracted research interests a lot. 
Because artificial neural networks are known to have higher 
accuracy than other machine learning algorithms in many data 
sets, many researchers tried to use related algorithms to gain 
data mining model of accuracy for the data set. In [21] 
probabilistic neural network approach was used, and achieved 
accuracy around 81% with 70% of data for training and 30% of 
data for testing. In [22] MLP and SVM were used to train the 
Parkinson's disease data, and achieved accuracy of 92%~93%. 
In [23] six different machine learning algorithms were used to 
find the best one for the data set. Using leave-one-out cross 
validation, they reported accuracy of 78.1% ~ 81.2% with their 
models, and among them naive Bayesian and fuzzy rule-based 
system achieved the accuracy of 81.2%. In [24] genetic 
algorithm was used to select subset of attributes, and after the 
selection SVM was used. SVM achieved accuracy of 96.06%, 
93.58%, and 93.61% when the number of selected attributes is 4, 
7, and 9 respectively with 75% of the data for training and 25% 
of the data for testing. Anyway, because most used algorithms 
do not generate knowledge models of comprehension, the 
understandability of the models is more limited than that of 
decision trees. 

E. Experiment 
An experiment was performed using two very different data sets 
in the UCI machine learning repository [25]. 
     The annealing data set has 798 instances and 38 attributes 
consisting of 6 continuously-valued, 3 integer-valued, and 29 
nominal-valued attributes. Because the 3 integer-valued 
attributes have a few different values only, they are considered 
nominal in the experiment. The data set contains many missing 
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values, and the instances consist of class values 1, 2, 3, 4, 5, and 
U. 

The Parkinson's disease data set has biomedical voice 
measurement data from 31 people among them 23 have 
Parkinson's disease. Each column of data record has 
information of voice measure, and each record corresponds 
voice recording from each individual. The data set contains 195 
records. The main aim of the data is to discriminate healthy 
people from those with Parkinson's disease. Table 2 and 3 
shows the property of the data sets. Each data set has nominal 
class values. So, each distinct class value for each data set is 
represented in numbers for convenience.  

 
Table 2. The property of data sets 

Data set  No. of 
instances 

No. of attributes 
continuous nominal 

Annealing 
data 

798 6 32 

Parkinson's 
disease 

195 23 0 

 
Table 3. The number of instances for each data 

Data set Number of instances per class 
1 2 3 4 5 6 

Annealing data 8 88 608 0 60 34 
Parkinson's 
disease 

48 147     

 
The class having the least number of instances is considered a 

minor class for each data set as indicated by bold characters in 
table 3. The class having 0 instances is not considered for a 
minor class, because SMOTE cannot generate artificial 
instances for such class. The annealing data consist of both 
training and test data sets, but because the test data set does not 
have any instances of class 1 of our interest, only the training 
data set is used for this experiment.  

Three different data mining algorithms were used for the 
experiment: C4.5, CART and multilayer perceptron (MLP) as 
artificial neural network [26]. C4.5 and CART were chosen 
because they can be representative decision tree algorithms [1]. 
The weka data mining package was used [27] with default 
parameters for C4.5 and CART. The experiment was performed 
with the original data set, and over-sampled data sets for the 
minor class with over-sampling rates of 100%, 200%, 300%, 
400%, and was based on 10-fold cross validation. In addition, 
two other over-sampled training data sets were made based on 
all the previously over-sampled data sets. One that was 
classified as 'correct' by MLP(true positive), and one that was 
classified as 'incorrect' by MLP(false positive). Table 4 shows 
the change of number of instances as the over-sampling rate 
changes from 100% to 400%. 

 
Table 4. The change in the number of instances of a minor class 
as over-sampling rate changes 

 No. of instance of the minor class for 

Data set each over-sampling rate 
100
% 

200
% 

300
% 

400
% 

Annealing data 16 24 32 40 
Parkinsons 

disease 
96 144 192 240 

 
1) The Annealing Data 

Table 5 shows the result for annealing data with C4.5, CART, 
and MLP. The minor class of the data set is class 1 that is 
indicated in bold characters. The training time of MLP is 2000. 
There are no instances of class 4, so its true positive rate is 0 in 
the table. The last row shows geometric mean of TP rate. The 
TP rate of class 4 which is 0 is omitted in the calculation of the 
geometric mean.  

 
Table 5. The accuracy of three different data mining algorithms 
for the annealing data 

 C4.5 CART MLP 
Accuracy(%) 92.6065 91.8546 98.7649 

 
TP  
rate 

Class 1 0.5 0.625 0.625 
Class 2 0.716 0.761 0.625 
Class 3 0.969 0.952 0.993 
Class 4 0 0 0 
Class 5 0.883 0.867 1 
Class 6 0.882 0.882 0.912 

Gm  0.5198 0.5884 0.5948 
 

Table 6 and table 7 show the change of accuracy and true 
positive rate of each class as the over-sampling rate for the 
minor class 1 increases from 100% to 400%. 

 
Table 6. The accuracy of three different data mining algorithms 
with over-sampling rate of 100% and 200% for class 1 of the 
annealing data 

 Over-sampling rate 
100% 200% 

Accuracy (%) C4.5 92.1836 92.7518 
CART 92.1836 92.2604 
MLP 97.8908 98.0344 

 
Table 7. The accuracy of three different data mining algorithms 
with over-sampling rate of 300% and 400% for class 1 of the 
annealing data 

 Over-sampling rate 
300% 400% 

Accuracy (%) C4.5 92.2141 91.6867 
CART 92.8224 91.9277 
MLP 95.7421 97.1084 

 
Because class 1 occupies relatively smaller number of 

instances in the training data set, increasing the number of 
instances by over-sampling does not improve accuracy. Fig. 1 
shows the resulting graph of change of accuracy. 
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Fig. 1 Change of accuracy as over-sampling rate changes 

 
To check the quality of artificial data instances generated by 

SMOTE we performed more experiments: the first using all the 
artificial instances that are true positives with the MLP of the 
original data set, and the second using all the artificial instances 
that are false positives with the MLP of the original data set.  

There are 59 and 9 distinct instances in TP and FP groups 
respectively. Table 8 and table 9 show the result of experiment 
with data set that is made with the original data set and all the 
over-sampled instances by SMOTE that was classified as 
'correct' by MLP(true positive), all the over-sampled instances 
by SMOTE that was classified as 'incorrect' by MLP(false 
positive), and part of TP instances.  

 
Table 8. The accuracy of three different data mining algorithms 
for the annealing data with over-sampled true positive and false 
positive instances with respect to MLP 

 Over-sampled sets 
Original 
plus 
instances of 
true 
positive(59) 

Original 
plus 
instances 
of false 
positive(9) 

 
Accuracy (%) 

C4.5 92.7655 91.0781 
CART 92.2987 91.5737 
MLP 96.266 97.3978 

 
 
 
 
 
TP rate   
for  
each  
class 

 
1 

C4.5 0.985 0.765 
CART 0.955 0.706 
MLP 0.985 0.882 

 
2 

C4.5 0.705 0.67 
CART 0.727 0.75 
MLP 1 1 

 
3 

C4.5 0.959 0.962 
CART 0.952 0.946 
MLP 1 0.997 

 
4 

C4.5 0 0 
CART 0 0 
MLP 0 0 

 
5 

C4.5 0.9 0.8 
CART 0.9 0.933 
MLP 1 1 

 
6 

C4.5 0.882 0.882 
CART 0.882 0.882 
MLP 0.088 0.5 

 
   Gm 

C4.5 0.7271 0.6241 
CART 0.7243 0.6420 
MLP 0.2944 0.6631 

 
In addition, because the performance of data mining 

algorithms may depend on available training instances for each 
class, a third experiment was done with an equal number of 
over-sampled instances of true and false positives. Because the 
number of instances in FP is nine, ten random samples of size 
nine were made from the 59 TP instances. The numbers in the 
left column of table 9 are the average of the ten samples. 

 
 Table 9. The accuracy of three different data mining algorithms  
for the annealing data with equal number of over-sampled true 
positive and false positive instances with respect to MLP 

 Over-sampled sets 
Original 
plus   
9 random 
instances of 
true 
positive 

Original 
plus 
instances 
of false 
positive(9) 

 
Accuracy (%) 

C4.5 92.1066 91.0781 
CART 91.5613 91.5737 
MLP 97.4102 97.3978 

 
 
 
TP rate 
for 
each 
class 

 
1 

C4.5 0.7119 0.765 
CART 0.8063 0.706 
MLP 0.9 0.882 

 
2 

C4.5 0.6738 0.67 
CART 0.7093 0.75 
MLP 1 1 

 
3 

C4.5 0.9719 0.962 
CART 0.9511 0.946 
MLP 0.9956 0.997 

 
4 

C4.5 0 0 
CART 0 0 
MLP 0 0 

 
5 

C4.5 0.8534 0.8 
CART 0.91 0.933 
MLP 1 1 

 
6 

C4.5 0.88 0.882 
CART 0.882 0.882 
MLP 0.5 0.5 

 
         Gm 

C4.5 0.5917 0.6241 
CART 0.6607 0.6420 
MLP 0.6693 0.6631 

 
Comparing the values in table 9, true positive instances with 

respect to MLP show slightly better results, because C4.5 shows 
better accuracy of 1.0285%, while CART shows almost 
identical accuracy with equal number of TP instances. 

More experimentation was done with the artificial data 

INTERNATIONAL JOURNAL OF BIOLOGY AND BIOMEDICAL ENGINEERING Volume 10, 2016

ISSN: 1998-4510 118



 

 

instances that are true positive with respect to the MLP. Four 
different percentages of over-sampling like the ones in table 6 
and table 7 were performed to compare the effect of true 
positive instances for C4.5 and CART with over-sampling rate 
of 100%, 200%, 300%, and 400%. The results are summarized 
in table 10, table 11, table 12, and table 13 respectively.  

In table 10 ~ table 13 each right sub-column named 'from TP' 
in the column of over-sampling sets shows the accuracy of each 
algorithm and true positive rate of each class. The accuracy and 
TP rate in the column labeled ‘From TP’ are the average of ten 
random samples from the 59 TP instances. 

 
Table 10. The accuracy of three different data mining 
algorithms for the annealing data with 100% over-sampling rate 

 Over-sampled sets 
Conventional  From TP 

Accuracy (%) C4.5 92.1836 91.9727 
CART 92.1836 92.9295 
MLP 97.8908 97.8806 

 
 
 
 
 
TP rate   
for  
each  
class 

1 C4.5 0.688 0.7065 
CART 0.75 0.7878 
MLP 0.813 0.813 

2 C4.5 0.659 0.6534 
CART 0.818 0.8265 
MLP 1 1 

3 C4.5 0.974 0.9725 
CART 0.959 0.9566 
MLP 0.997 0.9968 

4 C4.5 0 0 
CART 0 0 
MLP 0 0 

5 C4.5 0.883 0.8699 
CART 1 0.8436 
MLP 1 1 

6 C4.5 0.853 0.853 
CART 0.912 0.882 
MLP 0.647 0.647 

 
            Gm 

C4.5 0.5767 0.5772 
CART 0.6309 0.6808 
MLP 0.7243 0.7241 

 
Table 11. The accuracy of three different data mining 
algorithms for the annealing data with 200% over-sampling rate 

 Over-sampled sets 
Conventional  From TP 

Accuracy (%) C4.5 92.7518 92.5921 
CART 92.2604 92.2481 
MLP 98.0344 97.6413 

 
 
 
 
 
TP rate   

1 C4.5 0.83 0.82 
CART 0.875 0.871 
MLP 0.875 0.875 

2 C4.5 0.75 0.709 
CART 0.773 0.781 
MLP 1 1 

for  
each  
class 

3 C4.5 0.964 0.967 
CART 0.956 0.969 
MLP 0.997 0.997 

4 C4.5 0 0 
CART 0 0 
MLP 0 0 

5 C4.5 0.9 0.9 
CART 0.933 1 
MLP 1 1 

6 C4.5 0.853 0.853 
CART 0.882 0.879 
MLP 0.676 0.582 

 
           Gm 

C4.5 0.6683 0.657 
CART 0.7117 0.692 
MLP 0.7679 0.7125 

 
Table 12. The accuracy of three different data mining 
algorithms for the annealing data with 300% over-sampling rate 

 Over-sampled sets 
Conventional  From TP 

Accuracy (%) C4.5 92.2141 91.9708 
CART 92.8224 92.7007 
MLP 95.7421 95.8637 

 
 
 
 
 
TP rate   
for  
each  
class 

1 C4.5 0.875 0.866 
CART 0.906 0.9029 
MLP 0.969 0.969 

2 C4.5 0.682 0.66 
CART 0.739 0.7274 
MLP 1 1 

3 C4.5 0.965 0.965 
CART 0.961 0.9606 
MLP 0.995 0.995 

4 C4.5 0 0 
CART 0 0 
MLP 0 0 

5 C4.5 0.9 0.9 
CART 0.917 0.9218 
MLP 1 1 

6 C4.5 0.853 0.853 
CART 0.882 0.882 
MLP 0.088 0.118 

 
            Gm 

C4.5 0.6649 0.6507 
CART 0.7214 0.7162 
MLP 0.2933 0.3733 

 
Table 13. The accuracy of three different data mining 
algorithms for the annealing data with 400% over-sampling rate 

 Over-sampled sets 
Conventional  From TP 

Accuracy (%) C4.5 91.6867 91.6867 
CART 91.9277 92.0482 
MLP 97.1084 97.1084 

 
 

1 C4.5 0.975 0.975 
CART 0.9 0.925 
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TP rate   
for  
each  
class 

MLP 0.95 0.95 
2 C4.5 0.614 0.614 

CART 0.75 0.75 
MLP 1 1 

3 C4.5 0.959 0.959 
CART 0.954 0.954 
MLP 0.995 0.995 

4 C4.5 0 0 
CART 0 0 
MLP 0 0 

5 C4.5 0.917 0.917 
CART 0.85 0.85 
MLP 1 1 

6 C4.5 0.882 0.882 
CART 0.882 0.882 
MLP 0.441 0.441 

 
           Gm 

C4.5 0.6814 0.6814 
CART 0.6948 0.7044 
MLP 0.6456 0.6456 

 
The better accuracy between 'Conventional' and 'From FP' in 

each over-sampling is indicated by bold numbers in the table. 
From table 9 ~ table 12, if we consider the cases of an equal 
number of instances in the minor class, the ratio of our method 
being superior versus inferior with respect to the two target 
algorithms, C4.5 and CART, is 3:6, and that of Gm values is 4:5. 
Among them the method generated slightly better result for 
CART. The reason why CART generated better results is 
because of the splitting measure that CART uses. Gini index 
values are more uniform than entropy-based method. 

2) The Parkinson's Disease Data 
Table 14 shows the result for the Parkinson’s disease data 

with C4.5, CART, and the third algorithm MLP. The minor 
class of the data set is class 1. The training time of MLP is 2000. 
Table 15 and table 16 shows the change of accuracy as the 
over-sampling rate for the minor class 1 increases.  
 
Table 14. The accuracy of three different data mining 
algorithms for the Parkinson's disease data 

 C4.5 CART MLP 
Accuracy(%) 80.5128 85.641 93.3333 
TP 

rate 
Class 1 0.583 0.708 0.896 
Class 2 0.878 0.905 0.946 

Gm 0.7155 0.8005 0.9207 
 
Table 15. The accuracy of three different data mining 
algorithms with over-sampling rate of 100% and 200% for class 
1 of the Parkinson's disease data 

 Over-sampling rate 
100% 200% 

Accuracy (%) C4.5 88.0658 86.9416 
CART 88.8889 85.9107 
MLP 94.6502 94.5017 

 

Table 16. The accuracy of three different data mining 
algorithms with over-sampling rate of 300% and 400% for class 
1 of the Parkinson's disease data 

 Over-sampling rate 
300% 400% 

Accuracy (%) C4.5 89.0855 90.1809 
CART 86.7259 91.9897 
MLP 93.5103 96.124 

 
Table 17 shows the result of experimentation with a data set 

that is composed of the original data set and all the 
over-sampled instances by SMOTE that were classified as 
'correct' by MLP (TP), and all the over-sampled instances by 
SMOTE that were classified as 'incorrect' by MLP (FP). There 
are 437 and 33 distinct instances in the TP and FP groups 
respectively.  

 
Table 17. The accuracy of three different data mining 
algorithms for the Parkinson's disease data with over-sampled 
true positive and false positive instances with respect to MLP 

 Over-sampled sets 
Original plus 
instances of 
true 
positive(437) 

Original 
plus 
instances of 
false 
positive(33) 

 
Accuracy (%) 

C4.5 93.6709 85.0877 
CART 93.6709 87.7193 
MLP 93.8324 90.3509 

 
TP 
rate   
for  
each  
class 

 
1 

C4.5 0.965 0.778 
CART 0.975 0.765 
MLP 0.994 0.889 

 
2 

C4.5 0.944 0.891 
CART 0.81 0.939 
MLP 0.884 0.912 

 
          Gm 

C4.5 0.9544 0.8326 
CART 0.8887 0.8475 
MLP 0.9374 0.9004 

 
Table 18 shows the result when the number of over-sampled 

instances in true and false positives are equal. The result of 
rightmost column is average of ten random samples. 

 
Table 18. The accuracy of three different data mining 
algorithms for the Parkinson's disease data with equal number of 
over-sampled true positive and false positive instances with 
respect to MLP 

 Over-sampled sets 
Original 
plus 
instances of 
false 
positive(33) 

Original 
plus 33 
instances 
of true 
positive 

 
Accuracy (%) 

C4.5 85.0877 86.4463 
CART 87.7193 88.4649 
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MLP 90.3509 93.8596 
 
TP rate   
for  
each  
class 

 
1 

C4.5 0.778 0.8111 
CART 0.901 0.8334 
MLP 0.889 0.9368 

 
2 

C4.5 0.891 0.894 
CART 0.918 0.9185 
MLP 0.912 0.9423 

 
           Gm 

C4.5 0.8326 0.8515 
CART 0.8475 0.867 
MLP 0.9004 0.9395 

 
Four different percentages of over-sampling like the ones in 

table 15 and table 16 were performed to compare the effect of 
the true positive instances for C4.5 and CART. Table 19 ~ table 
22 has the result. The column labeled ‘From TP’ has average of 
ten random samples from the 437 TP instances. 

 
Table 19. The accuracy of three different data mining 
algorithms for the Parkinson's disease data with 100% 
over-sampling rate 

 Over-sampled sets 
Conventional  From TP 

 
Accuracy (%) 

C4.5 88.0658 88.3539 
CART 88.8889 88.6831 
MLP 94.6502 93.4156 

 
TP rate   
for  
each  
class 

 
1 

C4.5 0.833 0.8548 
CART 0.865 0.8634 
MLP 0.958 0.9417 

 
2 

C4.5 0.912 0.9028 
CART 0.905 0.9021 
MLP 0.939 0.9203 

 
           Gm 

C4.5 0.8716 0.8785 
CART 0.8848 0.8825 
MLP 0.9485 0.9309 

 
Table 20. The accuracy of three different data mining 
algorithms for the Parkinson's disease data with 200% 
over-sampling rate 

 Over-sampled sets 
Conventional  From TP 

 
Accuracy (%) 

C4.5 86.9416 89.3137 
CART 85.9107 90.0 
MLP 94.5017 94.1924 

 
TP rate   
for  
each  
class 

 
1 

C4.5 0.882 0.9098 
CART 0.882 0.8634 
MLP 0.965 0.9644 

 
2 

C4.5 0.857 0.8769 
CART 0.837 0.9021 
MLP 0.925 0.9177 

 
           Gm 

C4.5 0.8694 0.8932 
CART 0.8592 0.9001 
MLP 0.9448 0.9309 

 

Table 21. The accuracy of three different data mining 
algorithms for the Parkinson's disease data with 300% 
over-sampling rate 

 Over-sampled sets 
Conventional  From TP 

 
Accuracy (%) 

C4.5 89.0855 90.9735 
CART 86.7259 92.0059 
MLP 93.5103 95.7522 

 
TP rate   
for  
each  
class 

 
1 

C4.5 0.906 0.9408 
CART 0.906 0.9522 
MLP 0.974 0.9811 

 
2 

C4.5 0.871 0.8694 
CART 0.816 0.8783 
MLP 0.884 0.9265 

 
           Gm 

C4.5 0.8883 0.9044 
CART 0.8598 0.9145 
MLP 0.9279 0.9534 

 
Table 22. The accuracy of three different data mining 
algorithms for the Parkinson's disease data with 400% 
over-sampling rate 

 Over-sampled sets 
Conventional  From TP 

 
Accuracy (%) 

C4.5 90.1809 91.2145 
CART 91.9897 93.4189 
MLP 96.124 96.3824 

 
TP rate   
for  
each  
class 

 
1 

C4.5 0.95 0.933 
CART 0.942 0.9635 
MLP 0.975 0.992 

 
2 

C4.5 0.823 0.878 
CART 0.884 0.8863 
MLP 0.939 0.918 

 
           Gm 

C4.5 0.8842 0.9051 
CART 0.9125 0.9241 
MLP 0.9568 0.9543 

 
Comparing the two groups of values, we can see that the 

quality of the artificial instances that generated the right column 
is generally better than the other for the Parkinson's data.  

Table 23 shows the summary of the result of experiments. 
The first and second row shows the ratio of our method being 
superior versus inferior in accuracy and geometric mean of TP 
rates with respect to the two target algorithms, C4.5 and CART. 

 
Table 23. Summary of the result of the experiment 
Data set Parkinson's disease Annealing data 
Number of 
superiority vs. 
inferiority in 
accuracy 

 
9 : 1 

 
3 : 6 

Number of 
superiority vs. 
inferiority in Gm 

 
9 : 1 

 
4 : 5 

Number of FP vs. 
TP 

33 : 437 9 : 59 
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Accuracy of MLP 
for the original 
data set(%) 

 
9 3.3 

 
98.7 

Number of minor 
instances 

48 8 

Number of major 
instances 

147 790 

 
From the summary result, we can find that the number of 

minor instances is a major factor for the success of our method. 
We can infer that this result is due to the SMOTE's generation 
method for artificial instances. The smaller number of minor 
instances may contribute to generate artificial instances in a not 
good quality, so that the final result may not be as good as we 
expect.  

III. CONCLUSION 
Because data mining algorithms like decision trees are made 

to achieve the maximum accuracy for a given data set, minor 
classes are often neglected, so that the performance of the 
decision trees for these classes may not be good. Over-sampling 
is a common strategy to cope with the situation of insufficient 
data especially for these minor classes. SMOTE has been 
considered a good methodology of over-sampling the minor 
classes for decision trees. But, there is some possibility that the 
quality of the artificially generated instances by SMOTE may 
not be as good as we expected, even though they are made based 
on the nearest neighbors. In this paper we suggested a new 
method to surmount the problem by resorting to MLP, which is 
a more reliable data mining algorithm. In other words, by 
examining the artificially generated instances with the MLP, 
and supplying true positive instances only to the target 
algorithms of decision tree algorithm like C4.5 or CART, we 
may obtain better trees. Experiments using the two very 
different data sets showed the property and utility of the method. 
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