
 

 

  
Abstract— Early identification of a dangerous strain of a virus or 

bacteria that may cause a pandemic requires practical methods for 
sequencing of their genomes. This paper describes the concept of 
compatible restriction enzymes, and a fast and cost-efficient genome 
map assembly and sequencing method. Computer experiments on 
plasmid and virus genomes show that the genome map assembly and 
sequencing can be done in an approximately linear time in the sizes 
of the genomes. 
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I. INTRODUCTION 
IRUSES  undergo relatively fast genetic changes by point 
mutations and genetic recombination or reassortment. 
The genomes of pathological bacteria can also change 

rapidly and abruptly often by horizontal gene transfer [17].  
These genetic changes can result in new viral or bacterial 
strains that lead to pandemics [14] that require vigilant 
monitoring and control. The early identification of new 
infectious virus and bacterial genomes hosted by the affected 
patients, together with quarantines, is an important preventive 
measure for pandemics. This implies a need for a fast and 
cost-efficient genome sequencing. 

Unfortunately the currently available genome sequencing 
machines can only handle DNA (or RNA) fragments of a 
couple of thousand base pairs. Due to that limitation, the 
genome has to be broken into smaller fragments that need to 
be sequenced separately and then reassembled. Genome 
sequences are cut into smaller fragments using restriction 
enzymes. 

After cutting the genome, the small fragments just float 
randomly in the solution, and all information about the 
original order of the fragments is lost. After the separated 
fragments are sequenced, they have to be somehow arranged 
and assembled to obtain the original genome sequence.  
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That process is called the genome map assembly problem 
(GMAP), for which many solutions were proposed [1, 2, 4, 5, 
6, 16, 19, 20]. In particular, Revesz [7, 9] proposed an 
approach based on constraint automata [10] that derive from 
constraint databases [3]. That method could not handle 
measurement errors. In this paper we describe a new 
measurement error-prone method for the genome map 
assembly problem. The new method is especially fast and 
effective for virus genomes as shown by computer 
experiments for viruses with genomes of size up to 35,937 
nucleotides.  

This paper is organized as follows. Section II describes the 
basic concepts of constraint automata. Section III describes 
compatible restriction enzymes. Section IV describes the new 
genome map assembly method using a constraint automaton. 
Section V describes the data sources. Section VI describes the 
experiments and analyzes the results. Finally, Section VII 
presents some conclusions and future work.  

II. REVIEW OF CONSTRAINT AUTOMATA 
Constraint automata are used to control the operation of a 

system, using state variables and conditions on them. It has to 
find the set of reachable configurations, which is the set of 
states and state values that the constraint automaton can enter. 
This is one of the important problems in constraint automata. 
Each constraint automaton consists of set of states, a set of 
state variables, transitions between states, an initial state, and 
the domain and initial values of the state variable. Each 
transition consists of guard constraints (set of constraints) 
followed by assignment statements. In constraint automata, the 
assignment statements are shown using the symbol ‘=’ and 
guards are followed by questions marks, e.g. a >= 100?   

If there is a transition whose guard constraints are satisfied 
by the current values of the state variables, a constraint 
automaton can move from one state to another. In addition to 
the state variables, the transitions of a constraint automaton 
may contain variables. Some of the values for these variables 
must be found such that the guard constrains are satisfied and 
the transition can be applied. For this reason, these variables 
are said to be existentially quantified variables. By sensing the 
current value of a variable, a constraint automaton can interact 
with its environment. This is expressed by a read(x) command 
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on a transition between states, where x is any variable. This 
command can appear either before or after the guard 
constraints, which updates the value of x.  

III. COMPATIBLE RESTRICTION ENZYMES 
Restriction enzymes are nucleases that are made by bacteria 

to protect themselves from a virus by cutting their genomes at 
sites that have a specific pattern [3].  

When some restriction enzyme is applied to a DNA 
sequence and the lengths of the resulting fragments are 
measured, these lengths thus serve as the “fingerprint” of the 
DNA sequence.  

We say that two or more restriction enzymes are compatible 
if their cutting sites do not affect each other. That is, they can 
be applied in any sequence and the set of resulting small 
fragments is the same. In this paper, when we use several 
restriction enzymes in sequence, then they are always 
compatible restriction enzymes.   

For example, Table 1 shows three restriction enzymes 
obtained from the New England Biolab website 
(https://www.neb.com/tools-and-resources/selection-
charts/alphabetized-list-of-recognition-specificities). Clearly, 
the first and the second restriction enzymes are compatible 
because they can be applied in any order to result in the same 
set of cuts.  

 
Table 1 Three sample restriction enzymes. 

Restriction Enzyme Cutting Site 
BstBI TT/CGAA 
ClaI BspDI AT/CGAT 
TaqαI  T/CGA 

   
If a restriction enzyme c cuts all the sites that another 

restriction enzyme a cuts, then c is strictly stronger that a. In 
Table 1 the third restriction enzyme is strictly stronger than 
either the first or the second restriction enzyme. Note that 
when c is strictly stronger than a, then a and c are compatible 
with each other because using them in any order will result in 
the same set of fragments. 

IV. GENOME MAP ASSEMBLY BY CONSTRAINT AUTOMATA 
The genome map assembly problem can be abstracted as an 

instance of the big-bag matching problem [10]. A bag is a 
multiset, a generalization of a set in which each element can 
occur multiple times. A big-bag is a multiset whose elements 
are bags that can occur multiple times [10]. 

Each permutation of the bags and permutation of the 
elements of each bag within a big-bag is called a presentation 
[9,10]. There can be several different presentations of a single 
big-bag. The big-bag matching decision problem (BBMD) is 
the problem of deciding whether two big-bags match. The big-
bag matching problem (BBM) is the problem of finding 

matching presentations for two given big-bags if they match 
[10]. We use the concept of BBM to solve the GMAP.   

We modified Revesz’s compatible restriction enzyme 
fingerprinting method [10] to collect fingerprint input data. In 
our modification instead of using three restriction enzymes 
only two enzymes, which we refer to as enzyme a and enzyme 
b, are used. The data collection method is the following:   

1. The original DNA sequence is copied.  
2. Restriction enzyme a is applied to one copy of the 

sequence, which creates several fragments of varying 
lengths.  

3. The individual fragments are separated.  
4. Restriction enzyme b is applied to the separated 

fragments from step 3, producing sub-fragments.  
5. The length of the individual sub-fragments is 

measured using gel electrophoresis [16]. 
6. Steps 1-5 are repeated, but restriction enzyme b is 

applied first and restriction enzyme a is applied 
second.  

 
The collected fingerprint data are used input to our 

constraint automata solution, which is shown in Fig. 1. The 
automaton is modification of the one proposed by Ramanathan 
and Revesz [7]. The modification ensures that we can take 
care of measurement errors.  

All the elements from first copy of the DNA are stored in 
big-bag-A and all the elements from the second copy of the 
DNA are stored in big-bag-B. The automaton has the 
following states: 

• INIT – this is where the automaton begins 
• A-ahead  – if A bag is ahead.  
• B-ahead  – if B bag is ahead.  
• HALT – if the solution is found. 

 
The automaton has the following state variables: 

• UA: The set of A bags, which have not been used yet. 
• UB: The set of B bags, which have not been used yet. 
• S: The set of elements by which either A or B bag is 

currently ahead. 
 
The automaton starts in the INIT state and tries to reach the 

HALT state. The automaton moves from left to right by adding 
either an A bag or a B bag. If A bag is greater than B bag, it 
goes to A-ahead state. Else, it goes to B-ahead state. If they 
are equal, it goes to INIT state and starts the automaton with 
remaining UA and UB.  When UA, UB, and S are empty and 
all the bags are used, automaton goes into the HALT state and 
stops. 

This algorithm does not use backtracking. If it does not find 
the elements in S in both A-bag and B-bag it goes back to 
INIT state and starts the automaton all over again. This makes 
it very inefficient.  We further improve the efficiency by 
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making a deterministic, backtracking automaton and also 
extended it to be able to handle errors. Our new constraint 
automaton (see Fig. 2) adds new state and state variables to 
the existing constraint automaton. Following are the states:  

• Error-Check – check to see if input data has any errors. 
• Replace-Error – if there is an error, replace it with the 

mean of two mismatched data elements from both A 
and B bags. 

• INIT – this is where the automaton begins. 
• A-ahead  – if A bag is ahead. 
• B-ahead  – if B bag is ahead.  
• Backtrack – if solution is not yet found but S is empty.  
• HALT – if the solution is found or if the error is greater 

than error tolerance value. 
 
The automaton has the following state variables: 
• Error: The difference between the mismatched values 

from the A and the B bags. 
• ErrorTolerance: The specified error tolerance value.  
• Length-A: All elements of S that belong to Big-Bag-A.  
• Length-B: All elements of S that belong to Big-Bag-B.  
• UA: The set of A bags, which have not been used yet. 
• UB: The set of B bags, which have not been used yet. 
• CurrBag: Current bag, which is the previous SelBag.  
• S: The set of elements by which either the A or the B 

bag is currently ahead. 
• Options: Set of bags from which next bag is chosen. 
• SelBag: The bag selected from Options as the next bag. 
• Choices: Set of remaining bags, which were not picked 

from Options besides the SelBag. 
• Cflag: 0 if Choices is empty; 1 otherwise.  
 
The automaton goes through the following steps to solve 

the GMAP. The input to the constraint automaton is the 
fingerprints of DNA fragments. Bags of big-bag A and big-
bag B are fed to the constraint automaton. The automaton 
starts with Error-Check state where input data are checked for 
any errors. An error may occur when the length of sub-
fragments of DNA is measured, which results in two different 
sets of elements in big-bags A and B. To check for any errors, 
each element of bags within big-bag-A is compared with the 
elements of bags within big-bag-B. If the elements do not 
match, then the input data has some error. Otherwise the input 
data is error free.  

If there is no error in the data it goes to INIT state. If the 
error is more than specified error tolerance value, then it goes 
to HALT state.  

If the error is less than or equal to the specified error 
tolerance value, it goes to Replace-Error state.  

If the data has some error, it goes to the Replace-Error 
state. The idea is to replace the wrong data with the mean of 

two mismatched data, so that it will have the same set of data 
in both big-bag A and big-bag B. 

Let’s consider the sequence of plasmid puc57. If we use the 
procedure discussed earlier to collect fingerprints of the 
sequence, we will get the fingerprint data shown in Table 2. 
 

Table 2 Big-Bags assuming perfect measurements.  
Big-Bag A Big-Bag B 
355 355, 19 
19, 196 68 
288 416 
121 373 
13 320 
541, 416, 373, 320, 68 196, 288, 121, 13, 541 

 
While measuring the length of each sub-fragment, if we get 

“17” instead of “13” in Big-Bag-A and “418” instead of “416” 
in Big-Bag-B. Then we will have the input data shown in 
Table 3. 

Table 3 Big-Bags with some measurement errors. 
Big-Bag A Big-Bag B 

355 355, 19 
19, 196 68 
288 418 
121 373 
17 320 
541, 416, 373, 320, 68 196, 288, 121, 13, 541 

 
The automaton compares each element of both bags and 

finds that 17 and 13, and 416 and 418 do not match. It takes 
the mean of each pair of mismatched elements and replaces 
them with their mean in both Big-Bag-A and Big-Bag-B as 
shown in Table 4. 

 
Table 4 Tests of the approximations on some sample publications. 

Big-Bag A Big-Bag B 
355 355, 19 
19, 196 68 
288 417 
121 373 
15 320 
541, 417, 373, 320, 68 196, 288, 121, 15, 541 

 
After replacing the wrong data, both bags contain the same 

set of elements and they move to INIT state.  
The automaton comes to INIT state, if either the data has no 

error or if all the errors have been replaced by the means of 
two mismatched data. All the A bags are stored in UA and all 
B bags are stored in UB. Since this is the first state where it 
actually starts processing data for solving GMAP, it can pick 
any bag from either the big bag A or B. So Options is set to all 
the bags from A and B. The leftmost bag is selected from 
Options and set to SelBag and remaining bag is set to Choices. 
The elements of SelBag are set to S.  Since Choices is not 
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empty, Cflag is set to 1. The bag that is just selected is 
removed from either UA or UB from whereever it belongs. 
The elements of the bag in SelBag are set to either Length-A or 
Length-B. If Length-A is greater than Length-B, the automaton 
goes to the A-ahead state; otherwise it moves to the B-ahead 
state. 

Using Fig. 2, if A1 is picked as the SelBag, then, UA=A2, 
A3, A4, A5; S = 355 and Length-A = 355. The automaton 
goes to the A-ahead state.  

If the automaton is in A-ahead state, the next bag to be 
picked is selected from UB.  The automaton tries to match the 
elements of S and SelBag as far as possible.  

If S is a subset of SelBag, then the automaton moves to the 
B-ahead state and S is set to the difference between S and the 
elements of SelBag. 

If SelBag is a subset of S, then the automaton moves to the 
A-ahead state and S is set to the difference between S and the 
elements of SelBag. 

The elements of S are now compared with the elements of 
all the bags of UB. All the bags that are either a subset or a 
superset of S are set to Options. If the automaton does not find 
any bag that meets these criteria, then it goes to the Backtrack 
state. Using Fig. 2, if S = “541, 288, 121, 373, 68, 416, 320” 
and Options = “B3, B4, B6, B5” then the leftmost bag is 
picked and set to SelBag.  

If the automaton is in the B-ahead state, then the next bag is 
selected from UA. A similar procedure to that in step 4 is 
followed to select the next SelBag. Again, if SelBag is empty, 
then the automaton goes to the Backtrack state. 

If the automaton is in the Backtrack state, then it goes back 
to the last node for which the Cflag is set to 1. The idea is to 
select some other bags from Options beside the one picked 
initially, which might have led to the Backtrack state. Hence 
the automaton tries to go to a node where there are some other 
Choices. For this reason Cflag is used initially to help keep 
track of Choices, in case we need to come back and look for 
other options. 

Next the automaton retrieves the values of all the state 
variables from that particular node and resets the current 
values of state variables with the one from that node. It either 
goes to A-ahead or B-ahead state, depending on the current 
value of Length-A or Length-B. No matter which state it goes 
to, the automaton picks the next bag from Options, discarding 
the ones that it has already tried and has failed. 

If Length-A is greater than Length-B, then the automaton 
goes to the A-ahead state; if Length-B is greater, then it goes 
to the B-ahead state. Sometimes, Length-A and Length-B can 
be equal. In that case, the automaton selects one random bag 
from UA and continues.  

If all the bags in UA and UB are used and if S is empty, then 
the solution has been found. Hence the automaton goes to the 
HALT state. 

V. DATA SOURCES 
The constraint automaton was implemented using Perl, 

which is commonly used in bioinformatics [19]. In addition, 
the program was compiled in Eclipse SDK v3.5.2 (see the 
webpage http://www.eclipse.org/downloads/) using EPIC 
(Eclipse Perl Integration). Eclipse is a multi-language software 
development environment. EPIC is an open source Perl 
Integrated Development Environment is based on the Eclipse 
platform.  

To implement and test any algorithm we need to have data 
sets. The data for the implemented algorithm are the 
sequences of DNA of plasmids and phage. The sequence of 
DNA is often stored in a flat text file called FASTA file. It is a 
text-based format for representing nucleotide sequence or 
peptide sequence. “A sequence in FASTA format begins with 
a single-line description, followed by lines of sequence data. 
The description line is distinguished from the sequence data 
by a greater than (“>”) symbol in the first column.” The 
FASTA files for the plasmids and phage were downloaded 
from New England BioLabs. (http://www.neb.com). 

One way of making copies of a DNA is to insert a DNA 
piece into the genome of an organism, a host or vector and let 
the organism multiply itself. The inserted piece (the insert) 
gets multiplied along with the original DNA of the host upon 
host multiplication.  “A plasmid is a piece of circular DNA 
that exists in bacteria” [16]. It replicates itself when the cell 
divides and each copy of a daughter cell keeps one copy of the 
plasmid.  Plasmids make good vectors but can only handle 
inserts up to 15 kbp [16]. Bacteriophages or just phages are 
viruses that infect bacteria. They are often used as vectors. 
Inserts in phage DNA get replicated when the virus infects a 
host bacterium.  To observe the variation in computational 
complexity with respect to different length sequences, plasmid 
and phage ranging from 2710 to 35937 bp were chosen. The 
following plasmids and phage are used to test the proposed 
algorithm.  

 
• pUC57:  2710 base pairs 
• pTXB1:  6706 base pair  
• pKLAC-malE – 10153 base pairs 
• pB85766 – 14875 base pairs 
• Adenovirus-2 – 35937 base pairs 

 
To collect fingerprints of sequences, restriction enzymes 

MvaI and MaeII were used. MvaI is an isolate from 
Micrococcus varians RFL19 and has restriction site at 
CC^WGG. “W” can be either A or T.  MaeII is isolated from 
Methanococcus aeolicus and has restriction site at A^TCG. 

DNA sequences were cleaved into fragments and sub-
fragments by using Webcutter 2.0 [20].  Each DNA sequence 
is first cut by MvaI, then each individual fragment is again cut 
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by MaeII to obtain sub-fragments. This resulting data for Big-
Bag-A is shown in the next table. 

 
Bag Fragment Sub-Fragments 
A1 355 355 
A2 215 19, 196 
A3 288 288 
A4 121 121 
A5   13 13 
A6   1709     541, 416, 373, 320, 68 

 
Next, each DNA sequence is cut by MaeII, and then by 

MvaI to obtain the data for Big-Bag-B as shown in the next 
table. 

 
Bag Fragment Sub-Fragments 
B1 374 355, 19 
B2 416 416 
B3 373 373 
B4 320 320 
B5   68 68 
B6   1159 196, 13, 288, 121, 541 

 

VI. EXPERIMENTAL RESULTS AND ANALYSIS 
Input data of all five DNA sequences were fed to the 

implemented application and the results were analyzed 
separately and also compared with one another. The results 
were compared by the time it takes to assemble each 
subsequence for both erroneous and error free data. To better 
analyze the results we considered input data both without 
measurement errors and with error. For space limitations, we 
describe only the latter case. 

We set the error tolerance to 5, that is, we allowed a percent 
of the original data values to deviate by at most 5 units from 
the precise measurements. Table 5 illustrates the process of 
adding random errors within the threshold to mimic 
measurement errors. Below is a summary of the same input 
data.  

 
A1 A2 A5 A3 A4 A6 
355 19, 196 13 288 121 541, 416, 373, 320, 68 

355, 19 196, 13, 288, 121, 541 416 373 320 68 

B1 B6 B2 B3 B4 B5 

 
 
The execution steps of the constraint automaton are shown 

in Table 6. The average execution time for the erroneous input 
data for each DNA sequences is as follows: 

Sequence Base Pairs Bags Time (s) 

pUC57 2710 10 0.32 

pTXB1 6706 44 0.88 

pKLAC-malE 10153 46 1.04 

pB85766 14875 84 19 

Adenovirus-2 35937 221 76 
 
The execution time data for error-free and erroneous data 

are visualized in Figs. 3 and 4.  
With erroneous input data, the R-square value for linear 

equation is 0.96 and P-value is 0.003. This concludes that the 
linear function better fits (R-square value approximately equal 
to 1 and P-value <0.01) the execution time and the length of 
DNA sequence than the cubic, quadratic and exponential 
functions. 

 
Functions P-Value R2-Value 
Linear 0.96 0.003 
Quadratic  0.987 0.013 
Cubic 0.997 0.071 
Exponential 0.845 0.027 

 
The execution times for different sets of input were 

analyzed to predict the pattern of output and use the results to 
help reduce the execution time to find the solution for GMAP. 

 

Sequence A 
Bags 

  B 
Bags Difference Time 

(s) 
pUC57 5 5 0 0.31 
pTXB1 20 24 4 0.84 
pKLAC-malE 21 25 4 1.01 
pB85766 51 33 18 18.1 
Adenovirus 137 84 53 74.6 

 
From the above table, the difference between number of 

bags in Big-Bag-A and Big-Bag-B for pB85766 is 18. The 
higher the difference between numbers of bags, there is a high 
chance that there will be more bags with just one element in 
which ever big bag has higher number of bags.  

If the numbers of bags with only a single element is high, 
there is less likelihood of finding the overlapping fragments in 
the opposite Big-Bag without backtracking multiple times. 
The output file in Appendix BA shows the stepwise fragment 
assembly for pB85766. The program backtracks several times 
and ultimately finds the solution at an average execution time 
of 18.1 seconds.  

To investigate whether or not difference in numbers of bags 
with two big bags effect the execution time, another pair of 
restriction enzymes; MaeI(C^TAG) and Hinfl(G^ANTC) were 
applied to the DNA sequence of pB85766. In this case, the 
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number of A and B bags changed and the execution time 
improved as follows. 

 
Sequence A Bags B Bags Difference Time (s) 
pB85766 44    40   4   3.5 
 
Even though the total number of the bags is almost the 

same, the difference between the numbers of bags is 
significantly reduced.  This resulted in many overlapping 
fragments in the opposite big-bags and led to finding the 
solution within only 3.5 seconds by eliminating many 
backtrackings. 

VII. CONCLUSIONS AND FUTURE WORK 
This paper presented a solution to the genome map 

assembly and sequencing problem using a constraint 
automaton that allows error tolerance unlike an earlier 
proposal by Revesz [10]. Our genome map assembly is 
particularly suitable for viral genomes. In the future it may be 
possible to automate the process of viral genome map 
assembly and sequencing by building a machine that 
implements our algorithm. Such a machine needs to include 

automated gel electrophoresis and sequencing of small size 
genomes.  

Future research may also take advantage of more general 
methods of combining information that may be slightly 
contradictory, like in the case of measurement errors for the 
number of base pairs. For example, contradictory information 
can be combined using arbitration operators [8] and 
classification integration techniques [12].  

Our approach may be also tried for larger genomes such as 
those of bacteria. Bacterial genomes also suffer considerable 
evolutionary genetic drift [11, 17]. Horizontal gene transfer 
plays a significant role in bacterial evolution and is a 
mechanism by which bacteria can develop resistance to 
antibiotics. The growing antibiotic resistance by pathogenic 
bacteria is an important emerging medical problem in 
hospitals. While the experiments focused on plasmid and 
viruses, our fast genome sequencing method can likely also 
help monitor emerging bacterial strains that may be highly 
antibiotic resistant. The easier monitoring of emerging strains 
of viruses and bacteria could help control pandemics and save 
human lives.   

 

 
 

Fig. 1. A non-deterministic constraint automaton for the genome map assembly problem. 
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Fig. 2 A deterministic constraint automaton for the genome map assembly problem. 
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Table 5. This table shows the process of taking the original input data and randomly applying changes that mimic measurement errors. The 
individual bags are also randomly reordered. All the introduced errors are less than or equal to the threshold value. 

 
Original Input Data Randomized Input Data with Error Bags 

<BAG> <BAG> Big-Bag-A 

355 355 A1 

19 196 19 196 A2 

288 288 A3 

121 121 A4 

13 541 416 373 320 68 A5 

541 416 373 320 68 13 A6 

<BAG> <BAG> Big-Bag-B 
355 19 359 19 B1 

196 288 121 13 541 416 B2 

416 373 B3 

373 325 B4 

320 68 B5 

68 196 285 121 13 541 B6 

 
 
 
 

Table 6. Stepwise fragment assembly of pUC57 with error. 
 

Node  CurrBag S UA UB Options SelBag Choices Cflag 

1 A1 357 A2 A3 A4 A5 A6 B1 B2 B3 B4 B5 B6 B1 B1 {} 0 

2 B1 19 A2 A3 A4 A5 A6 B2 B3 B4 B5 B6 A2 A2 {} 0 

3 A2 196 A3 A4 A5 A6 B2 B3 B4 B5 B6 B6 B6 {} 0 

4 B6 286 13 541 121 A3 A4 A5 A6 B2 B3 B4 B5 A3 A6 A5 A4 A3 A6 A5 A4 1 

5 A3 13 541 121 A4 A5 A6 B2 B3 B4 B5 A6 A5 A4 A6 A5 A4 1 

6 A6 541 121 A4 A5 B2 B3 B4 B5 A5 A4 A5 A4 1 

7 A5 373 68 322 121 416 A4 B2 B3 B4 B5 B3 B5 B4 B2 B3 B5 B4 B2 1 

8 B3 68 322 121 416 A4 B2 B4 B5 B5 B4 B2 B5 B4 B2 1 

9 B5 322 121 416 A4 B2 B4 B4 B2 B4 B2 1 

10 B4 121 416 A4 B2 B4 B2 A4 B2 1 

11 A4 416   B2 B2 B2 {} 0 
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Fig. 3. Regression model for error free data, using execution time as dependent variable and length of sequence as predictor. 

 
 
 
 

 
Fig. 4. Regression model for erroneous data, using execution time as dependent variable and length of sequence as predictor. 
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