
 

 

 
Abstract— Brain-Computer Interface (BCI) is a 

technology that enables a human to communicate with an 

external stratagem to achieve the desired result. This paper 

presents a Motor Imagery (MI) – Electroencephalography 

(EEG) signal based robotic hand movements of lifting and 

dropping of an external robotic arm. The MI-EEG signals 

were extracted using a 3-channel electrode system with the 

AD8232 amplifier. The electrodes were placed on three 

locations, namely, C3, C4, and right mastoid. Signal 

processing methods namely, Butterworth filter and Sym-9 

Wavelet Packet Decomposition (WPD) were applied on the 

extracted EEG signals to de-noise the raw EEG signal. 

Statistical features like entropy, variance, standard 

deviation, covariance, and spectral centroid were extracted 

from the de-noised signals. The statistical features were 

then applied to train a Multi-Layer Perceptron (MLP) - 

Deep Neural Network (DNN) to classify the hand movement 

into two classes; ‘No Hand Movement’ and ’Hand 

Movement’. The resultant k-fold cross-validated accuracy 

achieved was 85.41% and other classification metrics, such 

as precision, recall sensitivity, specificity, and F1 Score were 

also calculated. The trained model was interfaced with 

Arduino to move the robotic arm according to the class 

predicted by the DNN model in a real-time environment. 

The proposed end to end low-cost deep learning framework 

provides a substantial improvement in real-time BCI.  
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I. INTRODUCTION 
HE brain is the center of all the activity in the human 

body and is part of the nervous system. Brain-Computer 
Interface (BCI) is a communication system in which messages 
or commands that an individual generates via brain are 
transferred to a computer and subsequently associated with use 
to control an external device [1]. BCIs are mainly used for 
managing and regulating movements as seen in the case of a 
motorized wheelchair, prosthetic limb, restoring mobility in 
paralyzed limbs by electrically stimulating muscles, controlling 
home appliances, controlling a robotic car, playing computer 
games, decoding brain activity to reproduce movements in 
prosthetic arms, controlling elements in virtual reality, typing a 
message on a computer screen by concentrating on the display, 
 

 

etc. This list [1]-[6] is expanding rapidly and a substantiate 
amount of research is being carried out especially to help 
patients with motor impairments.  

Brain activity can be monitored by recording and analyzing 
signals like Electroencephalography (EEG), functional Near-
Infrared Spectroscopy (fNIRS), functional Magnetic 
Resonance Imaging(fMRI) and Electrocorticography (ECoG) 
[7]. EEG, fMRI, and fNIRS are non-invasive methods and 
ECoG is an invasive method. Among these, the most widely 
used signal is the EEG signal to monitor the brain activity. 

The electroencephalography (EEG) signal records the brain’s 
electrical activity by capturing variations in voltage that occur 
from internal neural activity and provides partial information 
about the physiological state of the human body [8]. EEG 
signals are categorized into Delta, Theta, Alpha, Beta, and 
Gamma waves based on the frequency range and the brain 
activity [9]. Alpha waves are pulsing and its frequency variation 
is from 8 to 13Hz. The amplitude of the cortical potential is low. 
Alpha rhythm is mostly associated with occipital and parietal 
regions of the brain but its characteristics can be found in most 
parts of the brain. Alpha rhythm oscillates every time regardless 
of an awake or relaxed state. Variations in Beta waves are 
considerably higher than the other waveforms and it records 
predominantly in the temporal and frontal lobe of the brain. It 
oscillates throughout the mental activity and is related to basic 
cognitive and motor activity. Beta wave frequency ranges from 
13 to 30Hz. Gamma waves measure the quickest brainwave 
frequency and its frequency variation is from 31 to 100Hz. With 
the help of advanced digital signal processing techniques, 
measurement of these waves assist in diagnosing the brain’s 
activity. Therefore its used as a utility in many assistive 
technologies and to diagnose brain/neurological disorders.  

    BCI interface has four functional blocks, the first being 
acquisition of brain signals, which includes a selection of 
sensors, placement of sensors [10], and humans' mental co-
operation towards that. The second step is the processing of the 
signals which includes de-noising [11], [12], removing artefacts 
[13], signal enhancement [14] and feature extraction [3],[4],[9]. 
After the signal acquisition and feature extraction, depending 
upon the application, classifiers are trained with the handcrafted 
features. The final step is connecting to the external device. 

   In the first step, while recording the EEG signal, artefacts 
such as eye blinking [15] and power line interference are also 
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mixed in the signal. To remove the artefacts, Butterworth filter 
[13] and wavelet transform [14] is applied. The feature 
extraction includes the usage of typical signal processing 
methods to extract the traditional features such as energy, 
power spectrum, Power Spectral Density (PSD), and statistical 
features [3],[16]-[18]. Discrete Wavelet Transform (DWT) 
based feature extraction methods are preferred [14],[17]-[19] 
because of its time-spatial domain analysis and de-noising 
ability over the Fourier Transform (FT). DWT filter bandwidths 
are non-linear. To have linear bandwidths, Wavelet Packet 
Decomposition (WPD) [11], [20]-[21] is widely useful as the 
feature extraction methods. Some researchers took advantage 
of combining both FT and DWT [22] in the feature extraction 
process.  Another method of extracting time-frequency 
information other than DWT is Hilbert-Huang Transform 
(HHT) [15], [23].  

Sometimes feature engineering is done to get handcrafted 
features. Features such as fractal dimension [24] and fuzzy 
wavelet packet [20] are extracted from the EEG signal. 
Recently, Convolutional Neural Networks (CNN) are used to 
generate features [25] from the EEG signal automatically 
without handcrafting them.  

  EEG signal is a high dimensional signal in nature, and thus 
increases the computational complexity of the classifier it goes 
with. To reduce the high dimension, dimensionality reduction 
techniques such as Principal Component Analysis (PCA) 
[4],[12],[18], Independent Component Analysis(ICA) [18] and 
Linear Discriminative Analysis(LDA) [13],[14],[21] are widely 
employed. 

Typical pattern recognition classifiers are widely employed 
to classify the EEG signal. To mention a few, They are Hidden 
Markov Models [HMM] [17], Support Vector Machine [SVM] 
[13,20], Artificial Neural Networks[ANN] [5,7,10] and 
Machine Learning[ML] algorithms [10]. Recently, deep 
learning models CNN [26, 27] and Long Short Term Memory 
(LSTM) [28] networks are employed to improve the efficacy of 
the EEG signal classifier. The convolutional neural network 
architecture employed in paper [27] achieved an accuracy of 
71/82% (+4.2%) with a multichannel EEG signal as 2D image 
input. The accuracy got much improved when the convolution 
network was employed using the transfer learning technique 
[26].  The pre-trained model AlexNet is adapted for the 
classification of EEG signals through transfer learning [29]. 
Also, ResNet is adapted for MI EEG classification [26]. 
However, these networks improved the accuracy of the 
classification at the cost of huge computational complexity 

Although a lot of research has been carried out to improve 
the intra-subject accuracy and inter-subject accuracy of the BCI 
task, accuracy is still less than 80%. Therefore, a simplified 
innovative end to end methodology is necessary for further 
improvement. 

There are few challenges in accomplishing the end to end 
BCI task. 

• Placement of electrodes on the scalp 
• The effectiveness of the ionic current flow varies from 

subject to subject 
• EEG signal is low SNR 

• The BCI task is application dependent; non-availability of 
standard data set for evaluating the model.  

• Design of an external device which provides feedback to 
the subject 

• Finally the integration of all the above at a low cost with 
high efficacy. 

  
All the above challenges leave a room for research in BCI. In 
this work, we aim to propose a customized end to end a low-
cost robotic arm control framework. The end to end low-cost 
framework objective is achieved through multi-fold. The first 
step is to design of low-cost data acquisition EEG device. Next, 
hand-collecting data for our application and finally, design of 
low computational complexity deep learning model. Though 
there are BCI datasets available [30], for this particular task of 
arm movement, there is no motor imagery EEG data available.  
We have designed a 3-channel data acquisition embedded board 
to get the data from the subject, feature engineered on the pre-
processed data, designed a deep learning model with acceptable 
accuracy for the BCI task, and finally integrated the output with 
a robotic arm. Overall, the proposed framework showed 
significant improvement as a low-cost solution to the research 
community. We shall explain the proposed framework in detail 
in the following sections.  

II. METHODS 

A. Data Collection 

The acquisition of the EEG signal was done using a simple 
three-channel electrode [17]. These electrodes are placed on 
three locations namely, C3, C4, and right mastoid [31,32] on 
the scalp of the subjects.  Arduino Uno with the AD8232 sensor 
kit is connected to these three electrodes. The 3-channel EEG 
signal is received by the AD8232 and fed to a computer through 
Arduino for further processing. PLX-DAQ is an add-on 
software in Microsoft Excel that enables smooth and direct data 
acquisition from a microcontroller, such as the Arduino, to 
compute for further processing.  

 
 

Fig. 1. International 10-20 Electrode Placement System 
 
The International 10-20 Electrode Placement System, as 
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shown in Fig. 1, was followed to place the electrodes in the 
proper positions to obtained clear signals during the data 
acquisition.  

 
Table 1. Subject details 

Subject name Age 

HM_21_M 21 

V_35_M 35 

MK_37_M 37 

CK_39_M. 39 

H_59_M 59 

 
Table 2 Data set 

Data class No of Samples 
Hand movement  125 

No hand movement 125 

 
The EEG signals were recorded for a total of seven seconds 

from each subject and each class. For the class ’Hand 
Movement’, subjects were asked to lift their hand at the end of 
the third second in the total seven-second interval. For the class 
’No Hand Movement’, the subjects did not lift or move their 
hand and were advised to remain calm. In total, data collections 
were taken from five different subjects belonging to different 
age groups ranging from twenty to sixty years, as listed in Table 
1.  For privacy, the subject name is coded here. The subjects 
were informed about this research and with their consent, the 
data acquisition from one of the subjects is depicted in Fig. 2. 
To keep the dataset balanced, for hand movement class 125 
recordings were collected and for ‘no hand movement’ 125 
recordings were collected. The hand-collected data set of 250 
recordings were then split into 80% for training which are 202 
samples and 20% for testing which are 48 samples. 

 

  
 

Fig. 2 Experimental data acquisition for hand movement 

B. Signal Pre-processing 

EEG Signals are always added with artefacts that introduce 
changes within the recorded cerebral activity. These artefacts 
could mimic the brain’s psychological feature or pathological 
activity; these artefacts may additionally overlap with EEG 
frequency bands with amplitudes larger than the cortical 
signals. In general, many kinds of artefacts, as well as 

physiological and non-physiological artefacts, could corrupt the 
EEG features. Physiological artefacts originate from sources 
within the body, like the heart, eye, and muscles.  In contrast, 
non-physiological artefacts are associated with surroundings 
and instrumentality. These artefacts lead to irregularities in the 
recorded EEG data. Therefore, signal pre-processing i.e. 
cleaning the data from unwanted signal need to be performed 
before using the data.     Butterworth band-pass filter [13] is 
used to remove the unwanted waveband and in turn minimizes 
the number of features. It has an immediate impact on reducing 
the execution time and decreases the use of memory, which in 
turn boosts the system performance. Henceforth, the EEG 
signals are filtered with a bandpass filter with a frequency range 
of 12 to 30 Hz, which is designed with a fourth-order 
Butterworth filter, to allow beta rhythm and to get rid of 
unwanted artefacts. 

Wavelet Transform (WT) is a multi-resolution analysis 
compared to FT, which is a constant resolution. Therefore, WT 
is chosen for this research.  Choosing a Mother Wavelet basis 
function is a challenge because not much in  literature is 
mentioned. In this research work, the Sym9 wavelet transform, 
which exhibits a  biorthogonal, near symmetric and orthogonal 
properties, is experimentally selected and employed to 
eliminate ocular physical object noise, eye blinking noise, and 
internal organ artefacts.  
   From the filtered, pre-processed EEG signal, fourteen 
statistical features are extracted namely Mean, Maximum 
Amplitude, Minimum Amplitude, Standard Deviation, 
Variance, RMS, Entropy, Kurtosis, Skewness, Percentile, 
Median, Covariance, Centroid, and Spectral Centroid. 

C. Deep Neural Network–Multi-Layer Perceptron (DNN-

MLP) Classifier 

 A Deep Neural Network (DNN) with two hidden layers is 
shown in Fig. 3. DNNs are mathematical models that resemble 
the neural design of the brain and work together with 
interconnected neurons (nodes). 
 

 
Fig. 3. Proposed Deep Neural Network architecture 
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DNNs [33] are ANNs with two or more hidden layers. For 
instance, an ANN’s perceptron contains input neurons just as 
the brain contains dendrites, similarly hidden neurons for brain 
neurons, output neurons for axons, and the connection between 
two neurons just as synapses in the brain. DNNs also work very 
similarly to how a brain does. The inputs are given through the 
input layer and processing is done by the neurons in the hidden 
layers present in between the input and output layers. It is the 
hidden neuron that decides whether to pass the signal further or 
not. The final result is predicted by the output layer and is then 
compared with the actual result. Based on this comparison, the 
cost function and the error rate are calculated. This information 
is sent back to the neural network and the weights of the neurons 
are adjusted accordingly to achieve the lowest cost function. 

D. Robotic Arm Control 

A 3-D printed robotic arm has been purchased [34] and used 
for mimicking the robotic arm.  The arm which has two degrees 
of freedom is actuated by two servo motors. The design 
specifications of the robotic arm are given in Table 2. The 
robotic arm is compatible to work with Arduino. The real-time 
signal acquired is fed to  MATLAB for processing and given as 
input to the DNN model and the model’s binary output value is 
fed to Arduino to control the robotic arm. 

 
Table 1 Design Specifications of Robotic Arm 

Robotic Arm 

Servo motor Torque: 1.8 kg-cm 
Weight: 9 grams 
Gear Type: Plastic 
Quantity: 3 

Material Polylactic acid 
Degrees of freedom 2 
Weight 200.0 grams 

 

E. Overall Design 

The workflow of MI-EEG based BCI for robotic arm control 
is shown in Fig. 4.  

 

 
 

Fig. 4  Proposed system design 

At first, button electrodes are used for the EEG data 
acquisition which is followed by signal amplification. To obtain 
clear and artefact-free EEG signals, signal processing is applied 
using the Butterworth filter and Wavelet Transform. Statistical 
features are extracted from the de-noised signal which is then 
fed to a machine learning algorithm, namely Deep Neural 
Network (DNN). The network is trained on the extracted 
features to get the optimal classification boundary. Finally, real-
time data is fed into the trained DNN to obtain the classification 
result then the output is sent to the robotic arm, which is 
actuated based on the type of signal received. 

 

F. Performance Measures 

K-Fold cross-validation is a technique used for evaluating 
ML models by dividing the original sample into a training set 
for the model to be trained and a test set for evaluation. The 
original sample is randomly but equally divided into sub-
samples of k size. Out of the k sub-samples, k-1 sub-samples 
are used to train the model and one is used for testing the model. 
This process is then repeated k number of times, wherein every 
one of the k subsamples is used as the testing data exactly once. 
The final estimate can be obtained by taking the average of all 
the k results. The main advantage of this method is that all 
samples are used for training as well as validation, and each 
observation is used once for validation. 
  True Positive reflects the positive class of samples which are 
predicted correctly, which means 1 as 1. False Positive reflects 
the positive class of samples which are predicted wrongly, 
giving 1 as 0. True Negative reflects the negative class of 
samples which are predicted correctly, which means 0 as 0. 
False Negative reflects the negative class of samples which are 
predicted wrongly, giving 0 as 1. 

TP, TN, FP, FN denotes true positives, true negatives, false 
positives, and false negatives. TP and TN are the two distinct 
class values that hold correct predictions and FP and FN are two 
distinct class values that hold incorrect predictions. 
Accuracy, Precision, Recall, and F1-score are used to evaluate 
the DNN model and they are calculated using (1) to (4). 
 

Accuracy   =  
(𝑇𝑃 + 𝑇𝑁) 

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
        (1) 

Precision =       
𝑇𝑃 

𝑇𝑃+𝐹𝑃
                        (2) 

 
 Recall  =          

𝑇𝑃 

𝑇𝑃+𝐹𝑁
                     (3)     

                           
F1 score   = 2 ∗  

𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
          (4)       

 
 

F1 Score is the weighted average of Precision and Recall. This 
is to be taken into consideration if there is an unbalanced class 
of sample data distribution. Accuracy will be considered when 
there is a balanced class of sample data distribution. 
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III. Results 

A. Signal Preprocessing Results 

Data acquisition from all five subjects for each class is taken 
at their places at a convenient time. The waveform in red 
corresponds to the class “without hand movement” i.e. when 
the subject doesn’t move the hand and the waveform in blue 
represents the class “with hand movement” i.e. when the subject 
moves the hand up which is shown in Fig. 5 a. Each recording 
is then processed by passing it through a bandpass filter 

between twelve and thirty Hertz, employing a fourth-order 
Butterworth filter to get rid of unwanted artefacts. It removes 
unwanted waveband, thereby minimizing the number of 
features. It has an immediate impact on reducing the execution 
time and decreases the use of memory, which boosts the system 
performance. The de-noised signal [12],[17] is then applied 
with the Symlet-9 wavelet transformation. It eliminates ocular 
physical object noise, eye blinking noise, and internal organ 
artefacts. 

 

 
 

Fig. 5 EEG Waveforms (a) EEG waveform of hand movement and  no hand movement Pre-processing on one sample of data. (b) raw EEG 
signal and pre-processed EEG signal 

 
The preprocessing of the EEG signal is shown in Fig. 5 b. The 
first waveform corresponds to the raw data extracted from a 
human subject. The x-axis corresponds to the number of 
samples acquired for a particular amount of time at a specified 
baud rate and the y-axis corresponds to the voltage of the signal 
extracted which has been amplified. The second waveform in 
Fig.7 is the signal output after the raw signal has been passed 

through the Butterworth filter to remove initial noises [14]. The 
third waveform shows the final de-noised signal acquired after 
subjecting the Butterworth filtered signal to Wavelet 
Decomposition. The magnitude spectrum of Butterworth filter 
output is shown in Fig. 6. which confirms the signal frequency 
is between 12 to 30 Hz. 
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Fig. 6 Magnitude spectrum of Butterworth filter output 

B. Deep Neural Network -Multi-Layer Perceptron Results 

The implementation of the proposed DNN was written in 
python script in the Jupiter Python notebook. The hand-
collected dataset size of 250 was split into 80% data for training 
and 20% for Testing. We have employed a K-fold cross-
validation measure to validate the training accuracy. 

The 14 statistical features from the feature extraction process 
were given as input to the DNN input layer.  The network is 
trained with Adam optimizer and loss function as binary cross-
entropy. The network is trained for 200 epochs with a batch size 
of 5 samples.  The final training accuracy obtained was 94.52% 
and the K-Fold Cross validated accuracy was 85.41% with k as 
10. The performance of DNN training and validation results are 
shown in Table 4. 

Table 4.  Training and validation performance of DNN 
Training accuracy 

[202 samples] 

94.52% 

K-Fold Cross validated the 

accuracy 

83.86% 

Error rate 5.48% 

 
The trained DNN model is tested with the test data set of 48 

samples that were fed to the trained DNN classifier. Table 5 is 
the confusion matrix, which summarizes the test output of the 
DNN  model used for classification. Here, out of 48 test 
samples,  20 correct and 0 incorrect predictions were made for 
the class  ‘No  Hand Movement’ which is represented by class 
0. Also, 21 correct and 7 incorrect predictions were made of 
class ‘Hand movement’ which is represented by class 1. 

 
Table 5 Confusion matrix of test data 

True 

Value 

Predicted Value 

Class 0 1 

0 
1 

20 
7 

0 
21 

 
 
Performance metrics such as Accuracy, Precision, Recall 

Sensitivity, Specificity, and F1 Score were also calculated as 
per the equations 1 to 4 and are listed in Table 6. Precision gives 
an idea about how accurate the positive predictions are. Recall 
Sensitivity is the coverage of actual positive samples and 

Specificity is the coverage of actual negative samples. F1 score 
is the harmonic mean between precision and recall. It is a metric 
used to rate the performance of an algorithm. A 100% recall 
sensitivity was obtained for the class ’No Hand Movement’ i.e. 
the trained DNN model was able to predict the class ’No Hand 
Movement’ with a hundred percent accuracy. 

 
                         Table 6 Performance metrics of DNN 

Metric Value (%) 

Accuracy 85.4 

Precision 74 

Recall sensitivity 100 

Specificity 75 

F1 score 85.1 

 
Table 7.  Performance of ML algorithms 

ML algorithm K-fold cross-validation 

Accuracy 
Logistic Regression 72% 

Decision Tree 73% 

SVM 71% 

Kernel SVM 72% 

 
 
 The binary result from the DNN model is saved as .csv file 
which was fed to the .m file to control an Arduino which in turn 
controls the robotic hand movement as shown in Fig. 7. End to 
end setup from signal acquisition to the robotics arm movement 
is shown in Fig. 7. 
 

 
 

Fig.7 End to end setup for complete testing 

 

IV. DISCUSSION 
We presented an end to end framework for robotic arm 

control using the EEG signal in this paper. After a thorough 
study with literature, we have chosen 3- channel [31] data 
acquisition because it removed the need for dimensionality 
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reduction in our work. Among the type of EEG signal 
collection, we have gone with Motor Imagery (MI) EEG signal. 
As mentioned in the challenges, the standard data set of MI 
EEG for this robotic arm control is not available so we have 
done the collection of data from 5 healthy subjects, after getting 
their consent for this research, of age ranging from 20 to 60. 
The raw MI EEG signal is amplified to 300 to 400 mV using 
the AD8232 amplifier circuit and is further de-noised with 
fourth-order- Butterworth filter for power interference and 
Sym-9 wavelet decomposition for Ocular artefacts.   In total 250 
samples were collected with balanced data collection for both 
classes (hand movement, no-hand movement). Traditional 
statistical features were extracted from the pre-processed signal 
and applied to a custom-designed DNN-MLP classifier. Based 
on past work [33], this kind of architecture design has been 
proved to be the most efficient for classification. 

 
The fourteen statistical features, as mentioned in the 

proposed work, were extracted from the de-noised signal which 
was fed into the DNN model. The four-layer DNN was then 
trained on 80% of the data and evaluated with the k-fold cross-
validation method. Next, the trained model is tested on the rest 
of the 20% data. Subsequently, the performance measures 
Accuracy, Precision, Recall Sensitivity, Specificity, and F1 
Score and then displays as in Table 5. Here, we obtain the 
accuracy as 85.4%, which is more than the value other literature 
reported. Even though we calculate the F1 score, for this 
scenario of a balanced data set, an accuracy measure will suffice 
for a balanced dataset. The challenges were getting the data 
from the subjects and the low SNR of the EEG signal. We have 
custom designed our signal acquisition with a simple 3-
electrode system based on proven literature which reduced the 
feature dimensions. Also, to remove the ocular artefacts, all 
mother wavelet basis functions were tried and it was found 
Sym-9 wavelet removed the artefacts effectively. We did not 
choose other DNN algorithms such as LSTM and CNN because 
they require a lot of data, due to the non-availability of standard 
data set available.  This sets a limitation in improving the 
accuracy of the system using other DNN approaches. We have 
trained a few of the popular machine learning models such as 
logistic regression, Random Forest, Support Vector Machines 
and Decision Tree. Their classification accuracy is shown in 
table 8 and it was observed that the accuracy was below 75% 
which concludes that our proposed DNN model is superior to 
the ML models. 

V. CONCLUSION 
 The paper presents a BCI system that used the brain’s MI EEG 
signal associated with hand movements to control an external 
robotic arm. The EEG signals were extracted using a 3-channel 
electrode system with the AD8232 amplifier. Signal pre-
processing was applied using Butterworth band-pass filter and 
wavelet packet decomposition technique to obtain required beta 
waves. Statistical features were extracted from the pre-
processed signal and were then used to train an ML algorithms. 
Logistic regression, Random Forest, Support Vector Machines, 
Decision Tree and MLP-DNN were selected as the ML 

algorithms to classify the hand movement into two classes, ’No 
Hand Movement’ and ’Hand Movement’. Further, Arduino and 
MATLAB are interfaced together to control the robotic arm 
based on the output predicted by the DNN model. An accuracy 
of 85.41% is obtained on the test set using the ANN classifier 
and the robotic arm is successfully actuated in the desired 
motion. Also, a high recall sensitivity of 100% and an F1 score 
of 85.1% was achieved. 
  Though the BCI research has been carried out for more than a 
decade, applying deep learning algorithm for BCI is relatively 
new approach. Recently, researchers focus on to develop an 
efficient deep learning algorithm implementation which can 
produce a maximum accuracy in robotic limb control. The 
proposed paper consists of a system to control a robotic arm 
mimicking a prosthetic arm using just the brain signals. Overall, 
this paper adds a significant contribution to the end to end real-
time BCI research. 
  In the future, more degrees of freedom will be added to the 
hand movement in such a way that the robotic arm can pick up 
and drop an object. Also, transfer learning and a 
hyperparameter optimization technique like Grid Search can be 
explored to improve the efficacy of BCI. 
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