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Abstract— Biometrics is considered in current research as 

one of the best methods for authenticating human beings. In our 

paper, the heartbeat biometric, also called Electrocardiographic 

(ECG), is working on. This biometric is chosen because human 

ECGs cannot be falsely created and replicated. This study aims 

to find the best features from this biometric that can identify a 

person, given the extractions and classification algorithms for 

the heartbeat biometric signal. Depending on a literature study 

we work to propose a new and more efficient technique based 

on a new method for ECG features extraction and these features 

will be the inputs for pattern recognition classifier. This 

methodology will be tested on real experimental ECG data that 

is collected. 

The Data collected from 10 subjects by a commercial ECG 

device taking the data from lead 1. The pre-processing steps 

start with the Empirical Mode Decomposition (EMD) before 

digital filters which are: low pass, high pass, and derivative pass 

filters. Features extraction steps are peak detection, 

segmentation, and wave modeling for each segment. The 

classification used the Multi-Layer Perceptron and compared it 

to classification using Radial Basis Function were the results of 

MLP were much better for these applications since the accuracy 

of the final results of MLP is 99% and that related to the RBF 

is 95%. 

 

Keywords— Biometrics, Electrocardiogram, Waves Modeling, 

Neural Network. 

 

 

I. INTRODUCTION  
 

Authentication in human technologies is very important 
today since life engages technology in multiple ways. There 
is a high demand for secure and reliable authentication. 
However, some traditional methods for authentication such 
as passwords and tokens are now outdated since there is a 
high possibility to be stolen or to lose.  

ECG signal is a universal characteristic. This signal has 
been used for several decades as an effective tool for 
diagnostic in medical applications. Recently, there are 
suggestions for using this ECG signal as a biometric tool. Its 
validity is well supported by the fact that both the 
physiological and geometrical differences of the heart under 
different subjects reveal certain uniqueness in the signal 
characteristics [1]. 

Due to the differences in morphology among individuals, 
the ECG signal for each subject contains a unique pattern. 
The Electrocardiogram (ECG) is the electrical activity 
recording of the human heart over a while. The waveform 
shape shows the current state of the heart and it gives helpful 
information regarding the heart rhythm and function. One 
cardiac cycle in an ECG signal consists of the P-QRS-T 
Characteristic waves [2]. 

 

ECG has the following characteristics: Universality, 
Uniqueness, Stability, Collectability, Performance, 
Acceptability, and Circumvention. These characteristics are 
needed for a biometric to be applicable for access control, 
thus our target of using the ECG as a biometric tool to identify 
individuals can be applied. 

So for this purpose, we use a new method of application 
starting from the data pre-processing that uses mainly the 
EMD and then the digital filters and not ending with the 
features extraction that applies the peak detection and use 
these peaks to segment the signal and finally make the model 
of each part of the wave using multi-sine mode. For 
classifying the signals and so the individuals, we apply two 
types of methods which are the Multi-layer Perceptron (MLP) 
and Radial Basis Function (RBF). 

   
The organization of this paper is as follows: 

 Literature of Review 
 Materials and methods showing the data 

acquisition and pre-processing then the method 
used for feature extraction and finally the 
classification and identification of the 
individual. 

 Results of classification and discussion.  
 Conclusion of all the above work done. 

 
 

II. LITERATURE OF REVIEW 
 

ECG-based recognition approaches are numerous and 
very different. ECG attributes (features) are intended to 
classify the specific subject exploiting inter-subject 
variability. No agreement exists on the most appropriate 
technique or on the type/number of features to consider. 

 
Below are some of the researches that use ECG to identify 

individuals from 1998 till 2019:  
 

Biel et al. [3] used temporal features, Modeling 
Methodology uses Principal Component Analysis (PCA). 

Shen et al. [4] used 7 fiducial ECG-features. They then 
classify the features with a combination of template matching 
and decision based neural network (DBNN). 

Israel et al. [5] used Amplitude features. The classification 
was performed using standard Linear Discriminant Analysis 
(LDA). 

Gahi et al. [6] extracts 24 temporal and amplitude features 
from an ECG signal and after processing, reduces the set of 
features to the nine most relevant features. The selected 
features are compared to the stored templates to generate a 
matching score and classify the smallest distance. 
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Safie et al. [7] derived fiducial features and then 
classification handled by Euclidean distance and KNN. 

Iqbal et al. [8] extract features using the Cardioid graph-
based model. In this model, features were extracted solely 
from the graph derived from the QRS complexes. Subjects 
were classified by Multilayer Perceptron (MLP). 

Janani et al. [9] handle BOTH fiducial and non-fiducial 
ECG features. Bayesian networks beside KNN classifiers led 
to a better recognition performance when one type of 
classifier was used. 

Abd ElRaheem et al. [10] uses the Equal Distance 
descriptor for identification, and selected Fourier Descriptor 
coefficients of the main loop of the Vector Cardiogram VCG 
are used as biometric data Feed Forward Neural Networks are 
used as classifiers. 

Plataniotis et al. [11] have proposed an approach that uses 
AutoCorrelation Analysis (AC) coupled with Discrete Cosine 
Transform (DCT) to classify the individuals using the non-
fiducial features. 

Chiu et al. [12] extracted the features by applying the 
discrete wavelet transform. The Euclidean distance was used 
as a measure for the verification mechanism. With Haar 
wavelet, wavelet coefficients decomposed from the signal 
were used as the biometric “identity card” of the subject.  

Chan et al. [13] classify the individuals using three 
different distances: percent residual difference (PRD), 
correlation coefficient (CCORR), and WDIST were all 
measures the difference between coefficients of two ECGs. 

Zeng et al. [14] use a statistical-based algorithm called the 
reduced binary pattern (RBP). This algorithm converts 
signals into concise binary patterns and performs statistical 
counting and ranking for identification. 

Dar et al. [15] proposed the extraction of features from 
Haar transform and heart-rate-variable RR intervals. The 
method chosen for the detection of R-peaks was thresholding 
of local maxima. The decision method was based on k-
Nearest Neighbours (kNN). 

Pinto et al. [16] extract Discrete Cosine Transform (DCT) 
and Haar transform features and fed to decision methods 
based on Support Vector Machines (SVM), k-Nearest 
Neighbours (kNN), Multilayer Perceptrons (MLP), and 
Gaussian Mixture Models. 

Kim et al. [17] used Haar-wavelet transform (HWT) to 
extract ECG biometric features. The classifier of the neural 
network with weighted fuzzy membership functions 
(NEWFM) is used. 

00Huang et al. [18] use non-fiducial point extraction and 
high order autocorrelation. Using the improved AC algorithm 
combined with the method of DCT to realize feature 
extraction. Then using discrete cosine transform to reduce the 
dimension of the autocorrelation data. Finally, using the KNN 
classifier to realize identification. Table 1 resumes the 
different techniques used for ECG identification and the 
results obtained.  
 
 
 
 
 

 
 
Table 1: Comparison of different techniques in ECG based biometrics  

 

III. MATERIALS AND METHODS  
 

A. Data Acquisition 

The ECG data used in this research is obtained from real 
collected data. The number of data is 10 subjects recorded 
over 210 seconds long. The subjects are six men aged 20 to 
30 years and four women with ages 20 to 25 years. The ECGs 
were taken by a commercial ECG device (500 Hz as a 
sampling rate and 500 dB for gain). The recordings for each 
subject are obtained from ECG lead 1. In this step, the signal 
is taken and stored in the database, which will be used by the 
system for matching. 

 

B. Data Pre-Processing 

ECG data collected usually contain many types of noise. 
Due to the presence of this noise, feature extraction and 
classification may occur with less accuracy. For the ideal data 
structure, we must process the raw ECG. First, we have to 
identify noisy sources [19]. In our research, digital filters  
(low pass filter, high pass filter, and derivative base filter), as 
shown in figure 1 below, are used to remove the major three 
noises of baseline drift, power line interference, and EMG 
noise. 

Figure 1: Data Pre-Processing Block Diagram 
 

EMD is a technique of decomposition which allows 
representing a signal through a sum of functions derived from 
the latter, called Intrinsic Mode Function (IMF). The 
decomposition of the signal by EMD is the fundamental step 
to obtain the Hilbert spectral analysis.  
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The individual IMFs are obtained by an iterative operation 
which is a sifting operation. The main steps to have the IMF 
decomposition are:  
 

a. Local extremes identification. In particular, the local 
values of maximum and minimum of the signal 
should be separately evaluated.  
 

b. The upper and lower envelope of the signal will be 
evaluated by applying the cubic spline interpolation 
function of the data results from the previous step.  

 

c. Obtaining m after Mediate the upper and lower 
envelope. It should be subtracted from the input 
signal.  

 

d. Evaluate the term condition. If this is respected, then 
the IMF is the difference between m and the input 
signal, and the evaluation of the next one the 
difference between the input signal and the IMF 
resulted. Otherwise, a repetition of the process on 
the remaining takes place [20]. 

 

Figure 2 shows the EMD algorithm block diagram. 
 

Figure 2: Algorithm of EMD 

 
 

Figure 3: Decomposition Mode of EMD 

 
 
 
 

Figure 4: Data Pre-Processing Results 

 
Figure 3 shows us a type of EMD decomposition. Figure 4  

shows the results obtained from Pre – Processing step.  

C. Feature Extraction  

The feature extraction stage is the key to the success in 
using the ECG signal for heartbeat classification. From the 
cardiac rhythm or directly from the ECG signal’s morphology 
in the time domain and/or in the frequency domain, the 
feature can be extracted in various forms. 

 

Figure 5 shows the proposed methodology block diagram. 

Figure 5: Features Extraction Block Diagram 
 

1) Peak detection: This step is the detection of peaks 
locations and boundaries of the three waves, the P wave, 
the QRS complex, and the T wave that all will be used in 
heartbeat signals [1]. Detection of R-peak in ECG is a 
critical task since this peak is the major characteristic 
wave. After detecting this peak location, other 
components of the wave: P, Q, S, and T will be detected 
by taking R-peak location as a reference and tracing from 
R peak relative position as shown in figure 6.  

 

Figure 6: Peaks Detection 
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2) Segmentation: After detecting the points, the ECG 
waveform is segmented into an individual heartbeat, as 
shown in figure 7, and decomposed in the sine 
waveform, as shown in figure 8.  

Figure 7: Segmentation of ECG Wave 
 

 

Figure 8: P wave, QRS wave, and T wave 
 

3) Wave Modeling: The feature extraction aims to have 
the same template from the same subject and different 
templates from different subjects. This is a basic point in a 
biometric heartbeat since in this step the input will be the 
vector features extracted from heartbeat signals. For curve 
fitting best model choice we use “cftool” in Matlab and after 
that, we generate the code. Equation (1) shows the degree 5 
of the sum of the sine method that is used for modeling that 
is shown in Figure 9. 

 
Where ai, bi and ci are the coefficients that are used as an 

input for the artificial neural network. 
 

 

Figure 9: P Wave Modeling 
 

D. Biometric Template in Database  
 

In this step, a Database is created for the storage of the 
biometric features of individuals. Then for decision making, 
the data that was stored is compared with the input data from 
the verification phase to find matches [1]. 

 

E. Classification  
 

Classification is used to classify the input data in different 
sets of classes that would be easy to compare with stored data. 
In our work, biometric identification is done by input the data 
of ECG features to two types of Artificial Neural Network 
(ANN) which are the Multi-layer Perceptron (MLP) and 
Radial Basis Function (RBF). ECG data of different persons 
is primarily used for the neural network to be trained. Then 
for biometric identification of the individuals, the generated 
neural network from the training will be used.  
 

Figure 10 shows the architecture of Multi-layer 
Perceptron where this type of ANN has three or more layers 
that classify data which cannot be linearly separated (i.e., go 
through a straight path). Thus, it is fully connected, which 
means that each node within a layer is connected to the 
succeeding node in the next layer. 

 

 

Figure 10: MLP Architecture 
 

a) Advantages of MLP: 

 Used for deep learning 
 

b) Disadvantages of MLP: 

 Comparatively complex to design. 
 Comparatively slow. 

 
Figure 11 shows the architecture of the Radial Basis 

Function where this type of ANN only has three layers the 
input layer, the hidden layer, and the output layer. It is limited 
to a single hidden layer compared with other ANN types. The 
hidden layer is hidden in between input and output layers, and 
it reduces redundancies in data. Compared with other ANN 
types that can have several hidden layers, learning is faster in 
an RBFNN.  
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Figure 11: RBF Architecture 

 

To further understand what the different ANN layers are 
for, imagine that you want to inform your computer that the 
picture it is shown depicts a car. For the computer to 
understand, it needs separate tools (or layers). Your car 
detector can thus have a wheel detector so it can tell 
something has wheels. It should have a vehicle body detector, 
which could allow it to differentiate a car from a truck, and a 
size detector so it can do likewise. These are just some 
elements that make up hidden layers in artificial neural 
networks. They do not present the entire image but are parts 
of it. 
 

F. Decision  

The last step of the heartbeat biometric system is a 
decision that shows the result of inputted data for verification 
to YES or NO. After data acquisition, pre-processing, 
segmentation, feature extraction, and classification steps, a 
comparison occurred between the information which is 
collected, with the data that was stored in the database, and 
this comparison is achieved by the heartbeat biometric system 
to make the final decision. Then the person will be accepted 
or denied by the system.  

 
Figure 12 represents its block diagram. 

Figure 12: Identification 

IV.  RESULTS AND DISCUSSION  
 

The proposed study focuses on an effective algorithm of 
feature extraction that is based on extracting features 
depending on the waves modeling of each heartbeat in the 
ECG signal than by ANN the feature set is examined for 
Pattern Recognition classifier. Our results, if compared to the 
ones resulted from extracting features of classical parameters 
(P, Q, R, S and T peaks) are considered very accurate since 
the classical parameters’ features change per physiological 
and mental conditions such as exercise, stress,  and other 
diseases like tachycardia which may lead to change in the 
heart rate [21]. The changes in the heart rate accordingly vary 
the features such as RR interval, PR interval, and QT interval 
that contribute to misclassification. Therefore, the most 
efficient and accurate way to have good results in 
classification is using wave modeling for feature extraction. 
 

Table 2: Person Identification 

Figure 13: MLP Classification Error Boxplot 

Figure 14: RBF Classification Error Boxplot 
 

Figure 13 and figure 14 illustrate the boxplots, where 
Figure 13 illustrates the MLP error boxplot which shows the 
difference between the medians of the degree of variation in 
distance. It is shown that the error between the real and 
desired output is negligible (in order of 10-7). This proves that 
the used methodology can classify persons. The target or 
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output is a vector of 10-elements with a ‘1’ in the classified 
position and ‘0’ everywhere else as shown in table 2. Besides, 
the MLP results are better than the RBF results shown in 
figure 14. 

Although the training is faster in the RBF network 
classification is slow in comparison to Multi-layer 
Perceptron.  
 

V. CONCLUSION  
 

Since ECG is not imitated, it can precisely identify an 
individual and can offer a more robust and effective human 
identification system. This paper gives an overview of the 
main steps in ECG signal analysis from de-noising ECG, to 
characteristic points’ identification, feature extraction, and 
effective feature extraction and finally classification to have 
more accurate identification and classification process of 
persons. The review identifies different methods of features 
extraction of the signals from heartbeat and compared based 
on the accuracy result. A good feature extraction 
methodology can accurately work for Biometric applications. 
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