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Abstract— In this study, we propose a method to classify 

individuals under stress and those without stress using k-means 

clustering. After extracting the R and S peak values from the 

ECG signal, the heart rate variability is extracted using a fast 

Fourier transform. Then, a criterion for classifying the ECG 

signal for the stress state is set, and the stress state is classified 

through k-means clustering. In addition, the stress level is 

indicated using the  𝐑 − 𝐒𝐩𝐞𝐚𝐤 value. This method is expected to 

be applied to the U-healthcare field to help manage the mental 

health of people suffering from stress. 
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I. INTRODUCTION  
Stress is known to be a significant threat to mental health. 

In reality, modern people experience high levels of stress 
owing to an uneasy future, excessive work, and various social 
risk factors. These stresses usually occur when the 
environment in which they are in is threatening, or when they 
are in a situation that is difficult to overcome. 

Stress can be broadly classified into mental and 
physiological stress. Mental stress refers to worries regarding 
relationships, financial anxiety, and career paths. 
Physiological stress is classified as physical fatigue or a 
feeling of hunger. 

 Therefore, various studies are being conducted to solve 
this type of stress. As an example, by observing the change in 
the interval between the R peak values in the ECG signal, it is 
possible to check how much stress a person has received. 
However, the accuracy of stress classification using the 
change in the R peak interval is 45.39%, which is low [1].  

Previously, the study of stress signal classification using 
k-means clustering mainly used electroencephalogram (EEG) 
signals [2]. However, the method for measuring an EEG is 
extremely complex, and the system is quite expensive. In 
addition, it is difficult to classify the stress signals because the 
criteria for classifying such signals are not clear. To 
compensate for these shortcomings, this study proposes a 
stress signal classification method using k-means clustering 
using ECG signals. 

 

II. METHOD 
In this study, an electrocardiogram signal is required to 

check the state of stress. Feature points according to the 
difference between the R-R interval and the R-Speak value are 
extracted from the acquired ECG signal. 

 

 
Fig. 1. Stress classification algorithms 

To classify an ECG signal, the R-S peak value is set to 1.2 
as the reference point. If it is greater than this value, the ECG 
signal moves to the right, and if it is smaller, it moves to the 
left. By using these feature points, how much stress the user is 
experiencing is indexed. Finally, K-means clustering is 
applied and classified into cases of stress and no stress. 

 

A. Data acquisition 

In this study, data according to the stress conditions are 
classified using the MIT-BIH Noise Stress Test Database [3]. 
In the database, ECG data from a total of 30 people are stored.  

 

B. Preprocessing 

We used the median filter and a low-pass filter to improve 
the performance of the stress classification algorithm [4]. The 
median filter is a nonlinear filter that removes high-frequency 
noise from an ECG signal. After applying a median filter, a 
low-pass filter was used to remove the noise [5]. 
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Fig. 2. Filter design for noise reduction 

C. Feature extraction 

Figure 3 shows the  R − Speak  according to each state of 
stress. To extract the feature points, a threshold was set from 
the ECG signal, and the peak values of R and S were extracted 
[6]. 

 
Fig. 3. Feature extractiom from ECG signal 

Table 1 shows the average of the R − Speak values in the 
ECG data acquired under stress and without stress. When this 
was confirmed, under stress, the heart rate increased and the 
interval of the ECG signal narrowed [7]. By contrast, without 
stress, the heart rate slowed.  

TABLE I.  FEATURE VALUES EXTRACTED ACCORDING TO STRESS 

 Without stress Under stress 

R peak (mV) 0.38 0.83 

S peak (mV) −0.57 −1.33 

     R − Speak(mV) 0.95 2.16 

D. HRV observation 

 Figure 4 shows the power spectrum confirming the 
frequency domain under stress and without stress. It can be 

confirmed that the 0–0.15 Hz band is activated when under 
stress. The heart rate variability is a tool that can observe 
changes in the heart rate [8]. In this study, the heart rate 
variability under stress and without stress was observed using 
a fast Fourier transform (FFT). 

When observing the activity of the heart, the frequency 
bands were set to a very low frequency (VLF) of 0.003–0.04 
Hz, low frequency (LF) of 0.04–0.15 Hz, and high-frequency 
(HF) of 0.15–0.5 Hz [9]. By comparing the frequency signals 
when under stress and without stress, the effect of stress on the 
heart can be confirmed. 

 

 

Fig. 4. Power spectrum of ECG signal 

When a person is under stress, the sympathetic nerve 
corresponding to an LF is relatively activated, whereas under 
a state of non-stress, the parasympathetic nerve corresponding 
to an HF is activated [10]. 

Therefore, Fig. 4. and Table II show that an LF is activated. 
By contrast, it was confirmed that an HF was activated 
without stress. 

TABLE II.  MEAN FREQUENCY WITHOUT STRESS AND 
UNDER STRESS  

FFT 

(Frequency domain) 
LF (m𝑠2) HF (m𝑠2) 

Under stress 1.312 0.046 

Without stress 0.164 1.156 

  

E. Classification of stress signal 

First, two-dimensional graphs of the R and S peaks of ECG 
data are shown for clustering according to the data 
classification. Then, to classify the ECG data, based on the 
 R − Speak  value, if the value of the new data is greater than 
1.2, it is moved to the right. Conversely, if this value is less 
than 1.2, it is shifted to the left [11]. 
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Fig. 5. Plot with distributed R and S peaks 

Fig. 5 shows the R and S peaks extracted from the ECG 
data and displayed as a graph. Subsequently, the ECG data 
were placed to the left or right using the calculation of (1), 
which is shown in Fig. 6. 

 

 
Fig. 6. Result of k-means clustering 

K-means clustering is divided into an initialization, an 
assignment, and an update. An initialization is the step used to 
determine the number of clusters [12]. 

In (1), 𝑟𝑖𝑘  represents a case in which the i-th input data 
corresponds to the k-th cluster [13]. If the  R − Speak value of 
the ECG data value is greater than 1.2, it corresponds to a 
cluster under stress. Conversely, if the  R − Speak  value is 
less than 1.2, it corresponds to a cluster without stress. 

 

𝑟𝑖𝑘 = {
𝑈𝑛𝑑𝑒𝑟 𝑠𝑡𝑟𝑒𝑠𝑠  𝑘 = 𝑥𝑖 > 1.2

𝑊𝑖𝑡𝑜𝑢𝑡  𝑠𝑡𝑟𝑒𝑠𝑠  𝑘 = 𝑥𝑖 < 1.2
      (1) 

An assignment is the step of calculating the center point of 
the cluster [14]. Here, 𝑦𝑖  is the ECG data before moving,  𝑟𝑖𝑘 
is the ECG data after moving, n is the number of data, and 𝑐𝑘 
is the center point [15]. 

𝑐𝑘 = ∑ (
𝑦𝑖 − 𝑟𝑖𝑘

𝑛
)

𝑁

𝑖=1

        (2) 

Therefore, it is possible to display the centroid of each 
cluster using (2).   

An update is the process of reviewing whether all ECG 
data belong to the nearest cluster [16]. If any data are 
misclassified, the cluster closest to the data is found and the  
data are added into that cluster. Through this process, signals 
can be classified as under stress and without stress. 

 

 
Fig. 7. Classification of k-means clustering 

The stress intensity can be expressed according to the 
 R − Speak value. Table 3 shows the level according to each 
size, and it can be seen that the higher the level is, the more 
severe the state of stress [17]. 

TABLE III.  STRESS INDEX ACCORDING TO  R − SPEAK VALUE 

ECG signal  R − Speak (mv) Stress level 

Without stress 

≥0.59 1 

0.6–0.79 2 

0.8–0.99 3 

1–1.19 4 

Under stress 

1.2–1.39 5 

1.4–1.59 6 

1.6–1.79 7 

≤1.8 8 

 

The accuracy of the stress classification algorithm 
proposed in this study was calculated by comparing all ECG 
data and the distances to all centroids. This accuracy was 
85.07%. Compared to previous studies on classifying stress 
signals, it was confirmed that the proposed algorithm achieves 
a better performance. 
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III. CONCLUSION 
In this study, we developed an algorithm to classify the 

stress of an individual using k-means clustering from ECG 
signals. In addition, it was possible to check whether the user 
was exposed to stress by indexing the stress according to the 
 R − Speak  value. The accuracy of the developed algorithm 
was 85.07%. The proposed algorithm is expected to be helpful 
in mental health management by providing a value to the level 
of stress, which is a problem faced by modern society. In 
addition, it is expected to contribute to various studies on 
stress by incorporating medical ECG measuring devices and 
the U-healthcare field. 
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