
 

 

  

 

 
 

Abstract—This work defines a novel problem in which a set of 
modules is assigned to a set of silicon layers in order to minimize the 
total chip area while satisfying the characteristic constraints. An 
integer linear programming (ILP)-based partitioning approach is also 
developed to assign a set of modules to the layers of a 
three-dimensional architecture during a floor-planning phase. The 
proposed approach attempts to minimize the chip area, which is the 
maximum silicon layer area among the set of layers in a 
three-dimensional system-in-package (SIP) architecture. Moreover, 
the circuit properties in which the digital and analog modules not to 
assign to the same layer are incorporated to increase signal integrity 
during the partitioning stage. The optimal module assignment for the 
three-dimensional SIP architecture could be obtained because all the 
constraints in this work are linear functions. Experimental results 
indicate that the proposed ILP-based method can minimize the chip 
area while meeting the SIP constraints of circuit properties to reduce 
the potential interference of the wires in the digital and analog 
modules. The chip area is larger than that of the method that does not 
consider interference properties of modules. Importantly, the proposed 
ILP-based approach significantly reduces the number of the potential 
interference to be zero by assigning analog and digital modules to the 
different layers of the SIP architecture. 
 

Keywords—Interference, SIP-ware partitioning, integer linear 
programming, area minimization. 

I. INTRODUCTION 

hree-dimensional architecture in modern chip design has 
many benefits [1][2][3]. The novel three-dimensional SIP 

architecture can significantly improve the chip area, total 
wire-length, the number of via count and performance. Hence, 
an increasing number of studies have investigated how to 
minimize the chip area for a three-dimensional floor-planner. 
Moreover, compared to a single-objective, an effective 
algorithm has been used to solve a multi-objective problem [4]. 
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Interference degrades the signal integrity between modules 
and interconnections with the different properties or circuit 
characteristics of mixed-mode systems [5]. Tummala derived a 
solution for a mixed-signal system to meet the emergency 
requirements [6]. Laas et al. analyzed stochastic parametric 
resonance and discussed the importance of noise [7]. 
Drinovsky et al. explored the insertion loss of filter for the EMI 
effects under a testing environment [8]. Ho et al. discussed the 
crosstalk (interference) between wires for a multiple-level 
router [9]. Wang et al. developed a crosstalk aware global 
router to avoiding assign long segments to different tracks [10]. 
Most of studies reduce the crosstalk or interference between 
wire signals by the heuristic algorithms. 

The feasibility of applying integer linear programming- 
based approaches to optimize the chip area, total wire length, 
power consumption and clock period has been studied. Lin et al. 
developed an ILP-based approach to reduce the total wiring 
area for analog circuit design [11]. Nguyen et al. presented an 
ILP-based method, which optimizes simultaneously power and 
delay for the VLSI circuit designs [12]. Chien et al. explored 
the feasibility of using an ILP-based approach to reduce the 
power consumption of a gate level netlist under timing, power 
and area constraints [13]. Chai et al. studied ILP formulations 
and solved different minimization problems of the peak current 
and leakage [14]. Huang et al. minimized the clock period for 
sequential circuit during the high level synthesis using an 
ILP-based approach [15]. However, most of the above works 
did not focus on the area minimization for the SIP architecture.  

Recent efforts have examined the use of novel 
three-dimensional (3D) floorplanning as the gate counts are 
growing rapidly [16]. Yamazaki et al. developed the 
three-dimensional representation of the floorplanners with the 
multiple objectives such as thermal issues and the area 
minimization [17]. Hung et al. presented a floorplanner, which 
considered the thermal issue by incorporating a half-perimeter 
length estimator [18]. Tsai et al. addressed the thermal issues 
for the three-dimensional floorplanning with through-silicon- 
via and the physical position for subcircuits [19]. Xiao et al. 
provided the fixed-outline constraints for the three-dimensional 
floorplanning and inserting through-silicon-via to reduce the 
incidence of thermal problems [20]. Some of works failed to 
achieve their objectives when using the heuristic method.  
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The main contributions of this paper are as follows. This 
work formulates a module assignment problem which 
determines the set of modules to the proper layer in a 
three-dimensional architecture. Circuit properties are 
formulated to reduce the interference between the analog and 
digital modules by the ILP formulations. Additionally, all 
constraints are defined by linearly functions to obtain the 
optimal solution under the given constraints of the properties. 
Furthermore, the ILP formulations are efficient to obtain the 
optimal solution with an acceptable runtime. For each silicon 
layer, the partitioned results containing some modules can be 
further fed into a simulated annealing-based floorplanner that 
applies a sequence-pair to perturb relationships between 
modules, for a situation in which a feasible floorplan is needed 
for a three-dimensional architecture. 

The rest of this paper is organized as follows. Section II 
describes the SIP architecture, the number of potential 
interference, the motivation of consideration of module 
characteristics and problem definition. Section III then 
introduces the interference-aware partitioning scheme to 
minimize the chip area for a three-dimensional architecture. 
Section IV summarizes the experimental results. Conclusions 
are finally drawn in Section V. 

II. PRELIMINARY 
This section describes in detail the system-in-package 

architecture. The number of potential interference is defined. 
The motivation of considering the circuit properties is then 
discussed to explore how the ILP-based approach handles the 
interference-aware partitioning scheme. Moreover, an 
interference-aware problem is formulated in the paper. 

A. Reviewer and Transformation of System-in-Package 
Some approaches have been developed to increase 

production capacity and reduce time-to-market delivery 
[1][2][3]. System-in-packet is an effective approach for a 
three-dimensional architecture [2]. The system-in-packet 
architecture contains layers, such as the memory (RAM) layers, 
digital logic layers and analog layers. Figure 1(a) shows a set of 
pre-defined intellectual properties (IPs for short) which are 
placed in the corresponding layers of the SIP architecture. 
Figure 1(b) denotes SIP components, including three layers (i.e. 
memory, digital and analog layers) and the wire binding, which 
are used to connect the wires of modules that are located in the 
different layers. 

For simplicity, the SIP architecture is transformed into a set 
of silicon layers without the wire bounding component. In this 
work does not consider the interconnections between the 
different modules in different layers. Figure 2 shows the 
transformation by omitting the wire binding component and 
system-in-package integrated circuit (SIP-IC). The three layers 
are the memory, analog and digital layers. Each module i is 
transformed into a rectangular module with the corresponding 
module area (ai), height (hi) and width (wi). Figure 3 illustrates 
the transformation from an IP into a rectangular module. 

Based on the above discussion, Figure 4 plots the problem of 
assigning IPs to the stacked SIP architecture. Figure 4(a) shows 
the original circuit which contains six hard modules with the 
corresponding module areas and the SIP architecture with 
memory, analog and digital layers. Figure 4(b) shows the 
representation with six rectangular obstacles and three layers. 
Moreover, their module properties (i.e. memory, digital or 
analog) are denoting using three colors.  
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Figure 1.  Real module assignment problem 
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Figure 2.  Transformation of a system-in-package. 
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Figure 3. Transformation of pre-defined intellectual property. 
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            (b)  3D architecture 
Figure 4.   Illustration of the SIP-aware 3D partitioning 

B. Computation of the Number of Potential Interference   
Signal integrity plays a significant role in the modern chip 

designs because of the increasing number of the digital and 
analog modes co-designed in a single system.  

As is well known digital wires are normally too strong to be 
high level or low level signals. In contrast, the analog signals 
are easily degraded and destroyed by other adjacent digital 
wires. The starting or ending times of analog wires may be 
delayed when adjacent digital wires affect the analog signals. 
Furthermore, an unexpected glitch signal may appear in the 
analog modules when adjacent digital wires are always at a 
high or low voltage (Figure 5). For the situation in Figure 5, 
properties of the analog modules may lead to malfunction of the 
analog signals in the mixed-mode system.   

Interfeuce by digital module

high   voltage

low  voltage

high voltage

low  voltage

 wires in digital  module

 wires in analog  module

 
Figure 5. Illustration of the potential interference 

Potential interference in the SIP architecture is measured by 
defining the number of potential interference as follows. 

 
1,   the analog (digital) module  is assigned to 

( , )      the digital (analog) layer ; 
0,  otherwise;

i
N i k k

⎧
⎪= ⎨
⎪
⎩

(1)  

 
where ( , )N i k  denotes the number of potential interference for 
module i to the layer k. This finding suggests that if the analog 
module is assigned to the digital layers of the SIP architecture, 
the number of potential interference increases by one. Similarly, 
the digital module, which is assigned to the analog layer in the 
SIP architecture, is regarded as the potential interference. 

C.   Motivation   
Area minimization and potential interference between 

modules in the same layer are of priority concern in the modern 
3D stacked architecture. 

While failing to consider the interference issue between the 
digital modules and the analog modules normally minimizes 
the chip area for the 3D floorplanning However, adjacent 
digital wires may unexpectedly destroy some analog wires. 
Figure 6(a) demonstrates the side effect due to the interference. 
Without focusing on the module property, the digital modules 
may be assigned to the analog layer in order to minimize the 
chip area. Wires in the digital module 3 which is assigned to the 
analog layer potentially degrade the wires in the analog module 
4. Similarly, the wires in the analog module 5 may suffer under 
the same circumstances.  
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(a) chip area is 7 and potential interference is 2             (b) chip area is 9 and potential interference is 0  

Figure 6.   Effect of the interference-ware partitioning 
 
 

While considering the SIP constraints to assign a module to 
the corresponding layers in the SIP architecture, our novel 
formulations obtain the interference-free module assignment 
solution with a little additional chip area. In Figure 6(b), the 
analog modules 4 and 5 are assigned to the analog layer and the 
number of potential interferences is zero. Similarly, no 
potential interference occurs for digital layers 2 and 3. 
According to our results, the chip area could be increased to 9 
with small additional chip area. 

This observation motivates us to explore the ILP-based 
SIP-aware formulations in order to minimize the chip area 
while meeting the SIP constraints. This work examines how to 
achieve this multiple-objective in this paper. 
 

D. Problem Definition  
Figure 7 shows the overall 3D floorplanning, in which the 

SIP-aware partitioning stage is of particular focus. For the 
partitioned results in each layer, the well-developed 
floorplanner which is based on the 2D representation (e.q. 
sequential-pair) can used to obtain a feasible floorplan. 
Therefore, the problem discussed here is formulated as follows. 

Given a set of n module area { 1 2 3,  ,  ,  . . . na a a a }, and a set 
of k silicon layers { 1 2 3,  ,  ,  . . . kl l l l } for three-dimensional 
SIP architecture. For a set of n modules 
{ 1 2 3,  ,  ,  . . . nm m m m  } , each module has it corresponding 
properties { 1 2 3,  ,  ,  . . . , np p p p }. Each module is assigned to 
one silicon layers. The work attempts to meet the SIP 
characteristic constraints while minimizing the chip area for 
the SIP architecture. 
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Figure 7. Illustration of design flow. 
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 Figure 8. Illustration of interference-free three-dimensional partitioning  

 

III. ILP FORMULATION FOR SIP-AWARE PARTITIONING 
This section discusses ILP formulations with 

interference-aware for the SIP architecture, in which the 
module shaped is fixed (i.e. hard modules). Many floorplanners 
have been developed in the recent literature. Therefore, this 
work discusses in detail the SIP-aware partitioning. 

A. Area Minimization Formulation with SIP constraints 
An attempt is made to determine automatically the module 

assignment automatically by setting a binary variable ( , )x i j  
to one, if the module i  is assigned to the layer j , otherwise 

( , )x i j  is set to be zero. The objective of this work is derived 
as follows, 

min    _total area                                                (2) 
Subject to             

=1  denotes allowed layers

( , ) 1;
n

i j

x i j =∑ ∑                 (3) 

        

1

total_area ( , );
n

i
i

a x i j
=

≥ ×∑                                 (4) 

where ( , )x i j denotes the binary variable for the module i , 
which is assigned to the layer j . ia represents the module area 
of the module i  . For each module, to meet the SIP constraints, 
not all layers in a three-dimensional SIP architecture could be 
assigned. The _total area refers to the maximum chip area 
among the three-dimensional SIP architecture with k layers. 
Formula (2) gives the objective to minimize the chip area for 
the three-dimensional SIP architecture with k layers. Formula 
(3) indicates that each module i is assigned to only one layer j . 
Formula (4) reveals that the maximum chip area is larger than 
the area of each layer j . By doing so, the number representing 
the layer area can be reduced. Originally, the area of each layer 
is denoted by using four variables. Notably, reducing four 
variables into one variable speeds up the computational time. 
  

Reducing the potential interference for the analog modules 
and digital modules involves the module assignment according 
to the module property and the SIP-aware constraints. This 
finding suggests that the binary values denoting the module 
assignment should be modified. For instance, if module 1 is the 
analog module and this module should be assigned to layer 2 in 
order to reduce the potential interference for the SIP 
architecture with four layers, the binary variable should be 

(1,2) 1x =  and x(1,1) = x(1,3) = x(1,4) = 0 . 

B. Illustrative Example 
By using an illustrative example, this subsection explains 

how to formulate the proposed ILP formulations with a SIP 
constraint. Originally formulated as Figure 8(a), Figure 8(b) 
shows four layers and 11 modules with the corresponding 
properties. For the SIP-aware partitioning scheme, 11n= and 

4k = . Similarly, the objective is described as follows. 

                  min   _ ;total area=                                                 (5)  

Figure 8(b) reveals the following constraints to represent the 
chip area.  

       

1 2 3

4 5 6

7 8 9

10 11

1;  2;  3;
4;  5;  6;  
7;  8;  9;  
10;  17;

a a a
a a a
a a a
a a

= = =
= = =
= = =
= =

                                     (6) 

Notably, in this paper, no module is partitioned and we the 
module assignment is defined by using the binary variable. For 
module 1, four options are available to place in a 
three-dimensional SIP architecture, thus leading to  

      (1,1) (1, 2) (1,3) (1, 4) 1;x x x x+ + + =                        (7) 

To meet paper space limitation, only modules 2and 11 are used 
to represent the relation as follows. 

       (2,1) (2, 2) (2,3) (2, 4) 1;x x x x+ + + =                       (8) 

and 

       (11,1) (11, 2) (11,3) (11, 4) 1;x x x x+ + + =                  (9) 
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Figure 9. Illustration of interference-free SIP partitioning  
 

The area bound for all layers containing a set of modules is 
given. In layer 1, the total layer area is the sum of module areas 
from modules 1 to 11. Based on the above discussion, we 
define binary variables (1,1)x , (2,1)x , . . ., and (11,1)x  to 
denote the relation of all modules and all layers, respectively. 
The layer area in layer 1 is obtained with the following formula.  

 
1 2 3

4 5 6

7 8 9

10 11

total_area (1,1) (2,1) (3,1)
                   (4,1) (5,1) (6,1)
                   (7,1) (8,1) (9,1)
                   (10,1) (11,1);

a x a x a x
a x a x a x
a x a x a x
a x a x

≥ × + × + × +
× + × + × +
× + × + × +
× + ×

           (10) 

Similarly, the layer area can be formulated based on the 
above discussion for layers 2, 3 and 4. 

Without considering SIP constraints (circuit properties) of 
modules and layers in the SIP architecture, the assigned module 
can be derived as follows. 

(8,1) (10,1) 1x x= =                                            (11) 

(2, 2) (4, 2) (5, 2) (7, 2) 1x x x x= = = =                (12)  

(1,3) (11,3) 1x x= =                                             (13) 

and  

(3, 4) (6, 4) (9, 4) 1x x x= = =                               (14) 

The above equations reveal that the optimal chip area is 
_ 18total area = with potential interference. Figure 9(a) 

summarizes the partitioned results for this circuit. In layer 2 (an 
analog layer), digital modules 2 and 7 are assigned. According 
to the computation of the potential interference, the number of 
potential interference is 2. Similarly, analog modules 1 and 9 
are assigned to the layers 3 and 4 (two digital layers) and the 
number of the potential interference is 1 and 1, respectively. 
Therefore, the approach without considering the potential 
interference between the modules, the number of potential 
interference is 4. The interference of module assignment must 
be addressed and reduced.  

Considering the SIP constraints which are based on the 
properties of the modules and the layers allows us to reduce the 
potential interference issue. For module 2, it is proper to assign 

this module to the digital layers 3 and 4 and we have the 
formula of x(2,3)+ x(2,4)=1. Similarly, for module 3, we have 
x(3,3)+ x(3,4)=1. For the digital modules 6, 7 and 11, we have 
x(6,3)+ x(6,4)=1, x(7,3)+ x(7,4)=1 and x(11,3)+ x(11,4)=1. 
Involving the above constraints in the LIP formulation allows 
us to minimize the chip area while reducing the number of 
potential interference. The module assignment is as follows. 

 
 (8,1) (10,1) 1x x= =                                                (15) 

(1, 2) (4, 2) (5, 2) (9, 2) 1x x x x= = = =                     (16)  

(2,3) (3,3) (6,3) (7,3) 1x x x x= = = =                     (17) 

 and  

(11, 4) 1x =                                                              (18) 

According to our results, the chip area is increased to 19 
( _ 19total area = ). Formulas (15)-(18) indicate that modules 8 
and 10 are assigned to layer 1; modules 1, 4, 5 and 9 are 
assigned to layer 2; modules 2, 3, 6 and 7 are assigned to layer 3; 
and module 11 is assigned to layer 4. Figure 9(b) reveals that 
the analog modules 1, 4, 5 and 9 are assigned to the analog 
layers in order to avoid potential interference. Similarly, the 
number of potential interferences of layers 3 and 4 are reduced 
to zero by involving SIP constraints. 

Summary, the chip area is increased only slightly (from 18 to 
19) while reducing the number of potential interference (from 4 
to 0). This finding suggests that the proposed SIP-aware 
partitioning approach can simultaneously minimize the chip 
area and the potential interference for the signals between the 
digital and analog modules. 

IV. EXPERIMENTAL RESULTS 
In this work, ILP formulations are generated automatically 

by C++ language, along with experiments performed on an 
Intel 2.40GB machine with 1GB memory in order to optimize 
the chip area for a 3D stacked SIP architecture with four metal 
layers. Effectiveness of the proposed ILP formulations is 
demonstrated by using GRSC benchmarks that are utilized to 
perform experiments. Table 1 lists the statistics of GRSC 
benchmarks, including the circuit name, the number of modules, 
the module area, the chip area and percentage of area reduction.
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First, effectiveness of the ILP-based approach is examined. 
Compared with the theoretically results, i.e. total module area 
based on the number of layer, the ILP-based approach without 
SIP minimizes the chip area. Tables 1 and 2 show that both the 
ILP-based without and with SIP constraint reduce the chip 
area. With an acceptable runtime, the partitioned results are 
obtained efficiently. 

Additionally, the improvement in the number of the 
potential interference is also examined. In the formulations 
with SIP consideration, the digital and analog modules are 
placed in the different layers. Hence, the signals in analog 
modules did not be affected by interconnects in the digital 
modules. According to Table 3, the number of potential 
interference is reduced to zero. 

V. CONCLUSIONS 
This work defines a novel problem of a 3D SIP-aware 

partitioning scheme and solves it by using the ILP-based 
approach. The objective is to minimize the chip area while 
satisfying the SIP constraints in order to reduce the potential 
interference. All constraints are linear to formulate this 
SIP-aware partitioning problem. Experimental results indicate 
that the proposed ILP-based SIP-aware method reduce the 
area compared to the total module area. Furthermore, the 
SIP-aware approach more significantly reduces the number of 
potential interferences than with partitioning approach without 
the SIP constraints. 
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sTable 1.  Benchmark statistics and results without SIP constraints. 

 

Name A B C Imp1 (%) 

n10 10 221679 56168 74.66246 

n30 30 208591 52150 74.99892 

n50 50 198579 49645 74.99987 

n100 100 179501 44876 74.99958 

A= “number of modules for each benchmark”;  
B= “total module area”; and C= “chip area without SIP”; 
Imp1(%)= “the reduction of chip area without SIP (=100 × (B-C)/B)”; 

 
 

Table 2. Benchmark statistics and results with SIP constraints. 
 

Name A B D Imp2 (%) 

n10 10 221679 91347 58.79312 

n30 30 208591 54892 73.68439 

n50 50 198579 54882 72.36264 

n100 100 179501 52026 71.01632 

B= “total module area”; 
D= “chip area with SIP”; 
Imp2(%)= “the reduction of chip area with SIP (=100 × (B-D)/B)”; 

 
 

Table 3.  Comparison of the number of potential interference without and with SIP constraints. 
 

Name A E F Imp3 

n10 10 2 0 2 

n30 30 10 0 10 

n50 50 13 0 13 

n100 100 26 0 26 
E= “The number of potential interference without SIP”; 
F= “The number of potential interference with SIP”; 
Imp3= E-F; 
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