
 

 

  

Abstract— The H.264/AVC video coding standard delivers a 

significantly better performance compared to previous standards, 

supporting higher quality video over lower bit rate channels. Rate 

control plays an important role in real-time video communication 

applications using H.264/AVC. An important step in many existing 

rate control algorithms is to determine the target bits for each P 

frame. This paper aims in improving video distortion by allocating 

more bits to frames with higher complexity and fewer bits to low 

complexity frames. In this work, the distribution of Macro Block 

(MB) modes in a frame is considered as a measure of its complexity. 

Also, an early motion estimation approach is introduced and used for 

complexity estimation. The bit budget is then allocated to frames 

according to their complexity and buffer status. Simulation results 

show that the proposed method effectively improves the PSNR 

average and meets the target bit rate more closely. In addition the 

proposed technique is less complex than other existing frame layer 

bit allocation schemes that are based on frame complexity. 

 

Keywords—H.264, Rate Control, Bit Allocation, Frame 

Complexity, Mode Decision, Motion Estimation 

I. INTRODUCTION 

IGITAL video compression techniques have played an 

important role in the world of telecommunication and 

multimedia systems where bandwidth is still a valuable 

commodity. Hence, video coding techniques are of prime 

importance for reducing the amount of information needed for 

a picture sequence without losing much of its quality, judged 

by the human viewers. 

International study groups, VCEG (Video Coding Experts 

Group) of ITU-T (International Telecommunication Union - 

Telecommunication sector) and MPEG (Moving Picture 

Experts Group) of ISO/IEC, have researched the video coding 

techniques for various applications of moving pictures since 

the early 1990s. Since then, ITU-T developed H.261 as the 

first video coding standard for videoconferencing application. 

MPEG-1 video coding standard was accomplished for storage 

in compact disk and MPEG-2 [3] (ITU-T adopted it as H.262) 

standard for digital TV and HDTV as extension of MPEG-
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1[7]. Also, for covering the very wide range of applications 

such as shaped regions of video objects as well as rectangular 

pictures, MPEG-4 part 2 [6] standard was developed. This 

includes also natural and synthetic video / audio combinations 

with interactivity built in. On the other hand, ITU-T developed 

H.263 [5] in order to improve the compression performance of 

H.261, and the base coding model of H.263 was adopted as the 

core of some parts in MPEG-4 part 2. MPEG 1, 2 and 4 also 

cover audio coding. 

 
Fig. 1   Video Coding Standards Development History 

 

In order to provide better compression of video compared to 

previous standards, H.264 / MPEG-4 part 10 [1], [2] 

(H.264/AVC) video coding standard was recently developed 

by the JVT (Joint Video Team) consisting of experts from 

VCEG and MPEG. H.264/AVC fulfills significant coding 

efficiency, simple syntax specifications, and seamless 

integration of video coding into all current protocols and 

multiplex architectures. Thus H.264/AVC can support various 

applications like video broadcasting, video streaming, video 

conferencing over fixed and wireless networks and over 

different transport protocols. 

The Scalable Video Coding extension (SVC) [8] of the 

H.264/AVC is the latest amendment for this successful 

specification, Fig. 1. SVC allows partial transmission and 

decoding of a bit stream. The resulting decoded video has 

lower temporal or spatial resolution or reduced fidelity while 

retaining a reconstruction quality that is close to that achieved 

using the existing single-layer H.264/AVC design with the 

same quantity of data as in the partial bit stream. SVC 

provides network-friendly scalability at a bit stream level with 

a moderate increase in decoder complexity relative to single 

An Enhanced Rate Control Based on Mode 

Decision and Early Motion Estimation for 

H.264/AVC 

Siavash Es’haghi, Hassan Farsi 

D

 
1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 

MPEG 

standards 

ITU-T 

standards 

ITU-

T/MPEG 

standards 

H.261 H.263 H.263+ H.263

++ 

H.262/MPEG-2 
H.264/MPEG-4 

AVC 
H.264 SVC 

MPEG-1 MPEG-4 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING

Issue 2, Volume 4, 2010 61



 

 

layer H.264/AVC. Furthermore, it provides the functionality of 

lossless rewriting of fidelity-scalable SVC bit streams to 

single-layer H.264/AVC bit streams. The SVC extension of 

H.264/AVC is suitable for video conferencing as well as for 

mobile to high-definition broadcast and professional editing 

applications. 

A standard defines a coded representation, syntax, which 

describes the video in a compressed form. In other words, a 

standard only specifies the output of the encoder, i.e., the input 

of the decoder, instead of the codec itself. The scope of the 

standardization is illustrated in Fig. 2. 

 
Fig. 2   Scope of video coding standardization 

 

H.264/AVC video coding standard as previous standards 

takes advantage of block-based hybrid coding scheme which 

refers to the combination of motion-compensated prediction 

and transform coding, as illustrated in Fig. 3. A picture is 

partitioned into fixed-size macroblocks that each covers a 

rectangular picture area of 16x16 samples of the luma 

component. This partitioning into macroblocks has been 

adopted into all previous video coding standards since H.261 

[4]. Macroblocks are the basic building blocks of the standard 

for which the decoding process is specified. 

 Motion estimation (ME) of a macroblock involves finding a 

region in a reference frame that closely matches the current 

macroblock. The selected best matching region in the 

reference frame is subtracted from the current macroblock to 

produce a residual macroblock (motion compensation) that is 

encoded and transmitted together with a motion vector 

describing the position of the best matching region (relative to 

the current macroblock position). The H.264 encoder performs 

the ME of the variable macroblock sizes and then selects the 

best mode among all of the possible macroblock modes 

(mode decision). 

 
Fig. 3   block-based hybrid coding scheme of H.264 

 

Rate control is a key component of an efficient encoder 

which regulates varying bit rate characteristics of a coded 

video bit stream in order to produce high quality decoded 

frame at a given target bit rate. In general, rate control first 

allocates a target number of bits to each video frame and then 

determines the Quantization parameter (QP) to meet the target 

as close as possible. The solution is heavily dependent upon 

rate-distortion (R-D) models. Like VM-18, H.264 rate control 

scheme [9] is based on a quadratic rate-quantization (R-Q) 

model [11]. Rate control is not a part of the H.264 standard, 

but the standard group has issued a non-normative guidance to 

aid in implementation. 

II. REVIEW OF H.264/AVC 

The intent of the H.264/AVC project was to create a 

standard capable of providing good video quality at 

substantially lower bit rates than previous standards (e.g. half 

or less the bit rate of MPEG-2, H.263, or MPEG-4 Part 2), 

without increasing the complexity of design so much that it 

would be impractical or excessively expensive to implement. 

A. Applications 

H.264/AVC standard is designed to provide a technical 

solution appropriate for a broad range of applications [1], at 

least including: 

• Broadcast over cable, satellite, cable modem, DSL, 

terrestrial. 

• Interactive or serial storage on optical and magnetic 

devices, DVD, etc. 

• Conversational services over ISDN, Ethernet, LAN, DSL, 

wireless and mobile networks, modems. 

• Video-on-demand or multimedia streaming services over 

cable modem, DSL, ISDN, LAN, wireless networks. 

• Multimedia messaging services over DSL, ISDN. 

B. Coding Scheme and New Features 

The H.264/AVC design covers a Video Coding Layer 

(VCL), which efficiently represents the video content, and a 

Network Abstraction Layer (NAL), which formats the VCL 

representation of the video and provides header information in 

a manner appropriate for conveyance by particular transport 

layers or storage media. 

H.264/AVC video coding layer has the same basic 

functional elements as previous standards (MPEG-1, MPEG-2, 

MPEG-4 part 2, H.261, H.263) [7], i.e., transform for 

reduction of spatial correlation, quantization for bit rate 

control, motion compensated prediction for reduction of 

temporal correlation, entropy encoding for reduction of 

statistical correlation, as depicted in Fig. 4. However, in order 

to fulfill better coding performance, the important changes in 

H.264 occur in the details of each functional element by 

including intra-picture prediction, a new 4x4 integer transform, 

multiple reference pictures, variable block sizes and a quarter 

precision for motion compensation, a de-blocking filter, and 

improved entropy coding. 

  There is no single coding element in the VCL that provides 

the majority of the dramatic improvement in compression 

efficiency, in relation to prior video coding standards. Rather, 
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it is the plurality of smaller improvements that add up to the 

significant gain. 

 
Fig. 4   H.264 Encoder 

 

Improved coding efficiency comes at the expense of added 

complexity to the coder/decoder. H.264 utilizes some methods 

to reduce the implementation complexity. Multiplier-free 

integer transform is introduced. Multiplication operation for 

the exact transform is combined with the multiplication of 

quantization.  

The noisy channel conditions like the wireless networks 

obstruct the perfect reception of coded video bit stream in the 

decoder. Incorrect decoding by the lost data degrades the 

subjective picture quality and propagates to the subsequent 

blocks or pictures. So, H.264 utilizes some methods to exploit 

error resilience to network noise. The parameter setting, 

flexible macroblock ordering, switched slice, redundant slice 

methods are added to the data partitioning, used in previous 

standards. 

For the particular applications, H.264 defines the Profiles 

and Levels specifying restrictions on bit streams like some of 

the previous video standards. A profile defines a set of coding 

tools or algorithms that can be used in generating a conforming 

bit-stream, whereas a level places constraints on certain key 

parameters of the bitstream. 

C. Hypothetical Reference Decoder (HRD) 

One of the key benefits provided by a standard is the 

assurance that all the decoders compliant with the standard 

will be able to decode a compliant compressed video. To 

achieve that it is not sufficient to just provide a description of 

the coding algorithm. It is also important in a real time system 

to specify how bits are fed to a decoder and how the decoded 

pictures are removed from a decoder. Specifying input and 

output buffer models and developing an implementation 

independent model of a receiver achieves this. That receiver 

model is also called Hypothetical Reference Decoder (HRD). 

An encoder is not allowed to create a bit stream that cannot be 

decoded by the HRD. Hence, if in any receiver implementation 

the designer mimics the behavior of HRD, it is guaranteed to 

be able to decode all the compliant bit streams. 

In H.264/AVC HRD specifies operation of two buffers: (i) 

Coded Picture Buffer (CPB) and (ii) Decoded Picture Buffer 

(DPB). CPB models the arrival and removal time of the coded 

bits. The HRD design is similar in spirit to what MPEG-2 had, 

but is more flexible in support of sending the video at a variety 

of bit rates without excessive delay. As unlike MPEG-2, in 

H.264/AVC, multiple frames can be used for reference, the 

reference frames can be located either in past or future 

arbitrarily in display order, the HRD also specifies a model of 

the decoded picture buffer management to ensure that 

excessive memory capacity is not needed in a decoder to store 

the pictures used as references. 

III. RATE CONTROL 

An encoder employs rate control as a way to regulate 

varying bit rate characteristics of the coded bit stream in order 

to produce high quality decoded frame at a given target bit 

rate.  Rate control is thus a necessary part of an encoder, and 

has been widely studied in standards, like MPEG 2, MPEG 4, 

H.263, and so on [11], [13], [14], [15], [16]. Block-based 

hybrid video encoding schemes are inherently loss processes. 

They achieve compression not only by removing truly 

redundant information from the bit stream, but also by making 

small quality compromises in ways that are intended to be 

minimally perceptible. In particular, the quantization 

parameter (QP) regulates how much spatial detail is saved. 

When QP is very small, almost all that detail is retained. As 

QP is increased, some of that detail is aggregated so that the 

bit rate drops – but at the price of some increase in distortion 

and some loss of quality. 

A rate control algorithm dynamically adjusts encoder 

parameters such as quantization parameter (QP) for the current 

frame according to the specified bit-rate and the statistics of 

the current frame, like the mean absolute difference (MAD) 

and the header bits of each macroblock, to achieve a target bit 

rate, Fig. 5. The rate control module in H.264 is more complex 

than the previous standards as well, since the statistics of the 

current frame is not available for the rate control of H.264 [9], 

[18]. Note that the quantization parameters are involved in 

both rate control and Rate Distortion Optimization (RDO) of 

H.264 while it is only involved in rate control of MPEG 2, 

MPEG 4 and H.263. 

Rate control is not a part of the H.264 standard, but the 

standard group has issued non-normative guidance [17], [18]. 

A linear model is suggested to predict the current frame MAD 

as follows: 

 

21 )1()( ajMADajMAD +−×=        (1) 

 

where MAD(j) is the predicted MAD for jth frame and 

MAD(j-1) is the actual MAD of (j-1)th frame, and a1 and a2 

are two coefficients. The initial value of a1 and a2 are set to 1 
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and 0, respectively. They are updated by a linear regression 

method similar to that for the quadratic R-D model parameters 

estimation in MPEG-4 rate control after coding each basic 

unit. 

Furthermore, a fluid flow traffic model is presented to 

compute the occupancy of virtual buffer )( , jic nB , before 

coding the jth frame in the ith GOP which generates b( jin , ) 

bits. Then we have 

 

0)(
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c

r

jijicjic                                     (2) 

 

where u is the available channel bandwidth which can be either 

a variable bitrate (VBR) or a constant bitrate (CBR) case  and 

rF  is the predefined frame rate. 

The rate control algorithm which is discussed here is 

composed of two layers: group of pictures (GOP) layer rate 

control and frame layer rate control. Total number of 

remaining bits for all non-coded frames is computed in GOP 

layer. The frame layer rate control scheme consists of two 

stages: pre-encoding and post-encoding stages. The objective 

of pre-encoding stage is to compute quantization parameter for 

each frame. In the post-encoding stage, model parameters, 

such as those in (1) and the coefficients in the quadratic R-Q 

model, are updated.  

A. GOP Layer Rate Control 

In this layer, we need to compute the total number of 

remaining bits 
rT  for all non-coded frames in each GOP and 

to determine the starting quantization parameter of each GOP. 

Without loss of generality, we assume that the GOP 

structure is or IPP…P with a length of gopN  frames. In the 

beginning of the ith GOP, the total number of bits allocated for 

the ith GOP is computed as follows: 

 

)()( ,10, gopNicgop

r

ir nBN
F

u
nT −−×=                      (3) 

Total number of remaining bits for all non-coded frames is 

updated frame by frame as follows: 

 

)()()( 1,1,, −− −= jijirjir nbnTnT                         (4) 

 

The starting quantization parameter of the first GOP is a 

predefined quantization parameter and it is set by considering 

of available bits for each pixel of frame. For the other GOPs 

the starting QP is computed based on the average QP of  the P 

frames in the previous GOP and is limited to have a difference 

of two with starting QP of the previous GOP. 

B. Frame Layer Rate Control 

The frame layer rate control scheme consists of two stages: 

pre-encoding and post-encoding. 

1) Pre-encoding Stage 

The objective of this stage is to compute quantization 

parameter for each frame. First, target bit for each frame is 

determined and then QP is computed according the quadratic 

model. 

A target buffer level for the jth (j>2) frame in the ith GOP is 

predefined as  
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Target buffer level for the first P in each GOP, )( 2,inTbl , is the 

actual buffer occupancy after coding the first P. 

Using linear tracking theory, the target bits allocated for the 

jth frame in the ith GOP is determined based on the target 

buffer level, the frame rate, the available channel bandwidth 

and the actual buffer occupancy as follows: 
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where γ is a constant and its typical value is 0.5. 

Furthermore, target bit for the frame based on remaining 

bits for the total number of Nr of non-coded frames in the GOP 

is computed as follow: 

 

r
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Target bit for the frame is a weighted combination as 

 

)()1()( ,, jibufji nTTnT ×−+×= ββ                (8) 

 

where β is a weighting factor and its value in our work is 0.7 

to emphasize on the role of frame complexity in bit allocation. 

Also a lower bound and an upper bound for the target bits of 

each frame are determined by considering the hypothetical 

reference decoder (HRD). 

The drawback of this bit allocation scheme is that scene 

content of each frame is not considered and bits are distributed 

equally between frames.  

After estimating the number of header bits for the frame, the 

number of bits for texture is given by 

 

)()()( ,,, jiheaderjijitexture nTnTnT −=                (9) 

 

Finally, QP is computed by using quadratic model and the 

predicted MAD as follows 
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QP is computed based on Qstep. To maintain the 

smoothness of visual quality among successive frames, the 

computed QP for the jth frame is limited to change within a 

range [9]. The final quantization parameter is further bounded 

by 51 and 0. The quantization parameter is then used to 

perform RDO for each MB in the current frame. The above 

discussion is shown in Fig. 5. 

 
Fig. 5    Rate Control concept in H.264 

 

2) Post-encoding Stage 

After encoding a frame, the parameters of linear prediction 

model (1), as well as coefficients of quadratic model (10) are 

updated. A linear regression method similar to [11] and [16] is 

used to update these parameters. Meanwhile, the actual bits 

generated are added to the current buffer occupancy.  

To ensure that the updated buffer occupancy is not too high, 

the frame skipping parameter N is set to zero and increased 

until the following buffer condition is satisfied: 

 

8.0)( , ×<+ sNjic BnB                      (11)                          

 

where Bs is the buffer capacity. 

In addition of weakness of bit allocation scheme in this 

algorithm, in some special cases such as scene changes the 

predicted MAD is inaccurate as well. 

IV. MODE DECISION AND MOTION ESTIMATION 

Motion compensated prediction is a powerful tool to reduce 

temporal redundancies between frames and is thus used 

extensively in video coding standards (i.e., H.261, H.263, 

MPEG-1 and MPEG-2) as a prediction technique for temporal 

differential pulse code modulation (DPCM) coding. The 

concept of motion compensation is based on the estimation of 

motion between video frames. Both prediction error and 

motion vectors are transmitted to the receiver. For a block in 

an inter frame, the rate-constrained motion estimation is first 

done to find the optimal motion vector by minimizing: 

 

RDJ motion ×+= λ                                              (12) 

 

D is the sum of absolute differences (SAD) between the 

original and predicted values. R represents the bits needed for 

signaling motion vector and reference frame index and 
motionλ   

is Lagrange parameter and is a function of QP. 

One of the main improvements of the present standard is the 

improved prediction process both for inter and intra. The 

accuracy of motion compensation is in units of one quarter of 

the distance between luma samples. In case the motion vector 

points to an integer-sample position, the prediction signal 

consists of the corresponding samples of the reference picture; 

otherwise the corresponding sample is obtained using 

interpolation to generate non-integer positions. The prediction 

values at half-sample positions are obtained by applying a one-

dimensional 6-tap FIR filter horizontally and vertically. 

Prediction values at quarter-sample positions are generated by 

averaging samples at integer- and half-sample positions. 

 
Fig. 6   Various block sizes in one macroblock in H.264/AVC 

 

In addition to the intra macroblock coding types, various 

predictive or motion-compensated coding types are specified 

as P macroblock types. Each P macroblock type corresponds 

to a specific partition of the macroblock into the block shapes 

used for motion-compensated prediction. Partitions with luma 

block sizes of 16x16, 16x8, 8x16, and 8x8 samples are 

supported by the syntax. In case partitions with 8x8 samples 

are chosen, one additional syntax element for each 8x8 

partition is transmitted. This syntax element specifies whether 

the corresponding 8x8 partition is further partitioned into 

partitions of 8x4, 4x8, or 4x4 luma samples. To select the best 

mode, RDO is employed such that for each MB, all the MB 

modes such as Inter 16x16, 16x8, 8x16, 8x8, 8x4, 4x8, 4x4, 

Intra and SKIP modes are tried and the one that leads to the 

least rate-distortion (RD) cost is selected. This is to achieve 

the best trade-off of the rate and distortion performance. RD 

cost is calculated using Lagrangian function defined in [9] as: 

 

RateDistortiontRD e ×+= modcos λ
  (13) 

 

The best mode selection is highly dependent on emodλ  

value. With smaller 
emodλ  value smaller macroblock size 

selection is more probable. 

V. REVIEW OF EXISTING IMPROVED METHODS FOR RATE 

CONTROL AND BIT ALLOCATION 

 

Rate control is a key component of an efficient encoder and 

consists of two steps: Bit Allocation and QP determination 

based on a quadratic rate-distortion model. The accuracy of 
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the model is essential to achieve the target bits. Several 

approaches are proposed in literature to improve the rate-

distortion model, as in [28]. Bit allocation plays an important 

role in rate control and is responsible for distributing bits 

among frames to produce high and constant quality decoded 

sequence. Current studies for frame-level bit allocation can 

roughly be classified into two categories: one is predominantly 

based on buffer status, as in [15] and [16], and the other uses a 

scene content complexity-based approach, as in [13] and [14]. 

In [15], the bit budget for each frame throughout the whole 

video sequence is nearly constant. In [16], the initial target bit 

number for each new P-frame is scaled based on the current 

buffer level to maintain buffer occupancy of about 50% after 

encoding each frame. Obviously, such bit allocation schemes 

are unable to achieve optimal performance because they do not 

match the non-stationary characteristics of video signals. The 

above discussed H.264 rate control [9], [18] falls into this 

category. In (7), the number of remaining bits T is calculated 

without considering frame content, and the bits are equally 

allocated to all non-coded frames. However, the remaining bits 

should be distributed to all non-coded frames according to 

their statistics and complexities.  

For target bit allocation, it is important to distribute an 

adequate bit budget for each allocation unit with an identical 

perceptual quality. A feasible bit allocation strategy will 

allocate the available bits according to the content activities of 

each allocation unit [14]. Several models are proposed to 

estimate the target number of bits allocated to a video frame or 

an MB [13], [14], [19], [20], [21]. The quantization parameter 

can he employed to control the bit rate according to the 

content activities of a video sequence and the planned buffer 

fullness. For example, the quantization scale for an MB in 

MPEG TM5 [14] is decided by the normalized MB activity 

properly calculated from the minimum variance of the 

luminance frame-based or field-based sub block of 8x8 pixels 

in an MB as well as the planned buffer fullness. Jordi and Lei 

[21] presented a rate control method for operating typical DCT 

video codecs for video communications. One type of rate 

control approaches uses an explicit bit model to predict the 

number of compressed bits when a certain quantization scale is 

used, as the control schemes developed in [11]. To achieve an 

optimal bit allocation, some approaches allocate bits among 

video frames by a multi-pass encoding strategy [23], but they 

are more appropriate for off-line encoding due to the time 

consuming multi-pass procedures. In [13], an optimized 

method is proposed to assign target bits to each frame 

according to frame complexity, which is measured by frame 

energy. Much work estimate current frame complexity based 

on previous frames statistics as [24] and little work use current 

frame statistics as [10], [23]. 

In [26], Motion complexity is measured by the bits that 

allocated to the encoded frames. Therefore, the target bits 

allocated to the current frame is estimated by the previous 

frame bit consumption. However, there is a difference between 

the estimated bits and finally allocated bits and the estimation 

should be precise.  Finally the complexity is computed as the 

ratio of the predicted bits to actual allocated bits to the 

previously encoded frames. A rate control algorithm which 

include both frame and macroblock level strategies is proposed 

in [27]. In frame layer, the frame MAD is used as frame 

complexity and quadratic rate-distortion model is used to 

compute QP. However in macroblock level and in the case of 

small MAD, it is proposed that the model is not accurate and 

QP computation is adjusted. In [24], the predicted MAD of 

current frame is used as a measure to represent the complexity 

of frame’s motion. But it is difficult to obtain a good estimate 

of MAD for H.264 frame prior to the actual coding, due to the 

complex rate-distortion optimization (RDO) procedure, as 

described in [18]. At scene changes, the predicted MAD is far 

from the actual value and this method is completely failed. 

Rate control in [28,29,30] proposed a rate-quantization 

model, which is designed from the rate distortion function of 

Laplacian distribution. In order to control fluctuation of 

picture quality within each image frame, macroblocks are 

classified into three different groups according to their 

characteristics. The quantization parameter for each 

macroblock is adjusted by the type of the previous 

macroblock. The Sobel mask is used to measure the 

complexity of each macroblock. A PSNR-based frame 

complexity estimation is presented in [23] to improve 

H.264/AVC rate control. MAD ratio is defined as the ratio of 

the predicted MAD of current frame to the average MAD of 

all previously encoded P frames in the GOP. The PSNR of 

current frame is calculated based on the previous reconstructed 

frame and the current original frame as in the case of dropping 

the current frame. PSNR drop of the current frame is the 

difference between the PSNR of the current frame and 

previous frame PSNR. Then the ratio of the PSNR drop to the 

average of PSNR drops of all the previous frames presents the 

frame complexity. Although this approach uses current frame 

statistics for representing the frame complexity, but is not 

accurate due to not performing motion estimation. 

Furthermore, it has complex computational process.  

VI. OUR PROPOSED APPROACH 

 

The complexity of motion contents refers to the moving 

picture contents of two consecutive frames in a video 

sequence. If the objects in a frame are static, or a frame can be 

best matched to the previous frame with very low difference, 

then such a frame is a low motion frame. If there is a scene 

change between two consecutive frames, or a moving object is 

unable to find a best match in the previous frame, then such a 

frame is a high motion frame. Generally bit allocation obeys 

the following rule: more bits are allocated to high motion 

frames, while fewer bits are allocated to low motion frames. 

Furthermore, it has complex computational process. 

 

A. Frame complexity estimation based on mode decision 
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If we encode all P frames in a sequence with same encoding 

parameters and the decoded frames have constant PSNR then 

the frames bits will be in accordance with the complexity of 

frame’s motion contents and the allocated bits can be a good 

measure to represent the complexity of frame’s motion. Fig. 1 

shows the bit allocation of the sequence “Foreman” divided by 

PSNR of each frame in the case of disabling rate control. This 

curve is used as a reference for representing the complexity of 

motion contents. 

There are several possible macro-block sizes in H.264/AVC 

such as 16x16, 16x8, 8x16, 8x8, 8x4, 4x8, and 4x4. The H.264 

performs RDO to select the best macroblock mode among all 

of block modes. Skip and larger macro-block sizes are more 

possible for low motion frames while smaller macro-block 

sizes and intra modes are more probable in high motion 

frames. 
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Fig. 1   Bits allocated to ‘Claire’ sequence divided by each frame 

PSNR in the case of disabling rate control 

 

Therefore, we can estimate frame complexity by considering 

different modes in the frame as 
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Fig. 2   Complexity estimation by counting different modes of 

each frame 

 

where Nmode(i) (i=1,2,…,7) and Nskip are the percents of 

macroblocks modes of Inter 16x16, 16x8 plus 8x16, 8x8, 8x4 

plus 4x8, 4x4, Intra16x16, Intra4x4 and skip macroblocks and 

submacroblocks modes, respectively and wi (i=1,2,…,7) and 

wskip are corresponding weighting factors. Intra macroblocks 

and smaller macroblock sizes represent more complexity and 

we assign larger weighting factors to them. So we choose these 

weighting factors as w1<w2<…<w7. The above frame 

complexity is depicted in Figure 2 which is highly correlated 

with Figure 1. We conclude that the proposed frame 

complexity can be used instead of allocated bits to represent 

the motion complexity. 

However, when we enable rate control in H.264, QP varies 

to regulate the bit rate according to channel bandwidth 

constraints. The best mode selection is highly dependent on 

emodλ
value which is a function of QP. For instance, with 

smaller QP and as a result smaller emodλ value, smaller 

macroblock size selection is more probable. Therefore, 

comparing modes percents in two frames coded with different 

emodλ
values is not a fair and accurate estimation of their 

complexity any more. For example a P8x8 coded macroblock 

with QP1 is more complex than a P8x8 coded macroblock 

with QP2 if QP1>QP2. Therefore we modify the above 

complexity estimation by considering the QP as 

 

7.0*))(2.01()(

2||

))(2.01()(

2||

refframeframe

ref

refframeframe

ref

QPQPcCC

QPQPcif

QPQPcCC

QPQPcif

−+×=

−

−+×=

≤−

≻

   (14) 

where QPc and QPref are current frame quantization parameter 

and a reference quantization parameter, respectively, and Cframe 

is the frame complexity estimation defined is ()6. In our work, 
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the value of QPref is initial QP of the sequence plus 2. The 

above frame complexity is depicted in Figure 3 and compared 

with frame complexity estimation without considering QP in 

the case of enabling rate control. 
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Fig. 3   Modifying frame complexity by considering QP of each 

frame and without considering the QP 

 

According to above discussions the bit allocation is 

performed for each frame based on its complexity comparing 

with reference complexity which is defined as 

 

prevavgref CCC ×−+×= )1( αα
    (15) 

 

where 
avgC  is the average complexity of all P frames before 

last coded P frame, 
prevC  is the frame complexity of P frame 

before last coded P frame and α  is a constant value of 0.5 

which is chosen experimentally. We used this weighted sum to 

remove unreasonable results. In order to the bits for each 

frame based on its complexity, we compare each frame 

complexity with the complexity reference and allocate the bits 

to the next frame as follow 
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where 1β and 2β are constant values of 0.2 and 0.22. These 

values are chosen experimentally.  

 

B. Early 16x16 motion estimation to estimate the 

complexity 

 

To estimate the current frame motion complexity, first we 

can find the best 16x16 block matched in the references for all 

MBs in the current frame. It can be performed in two ways: 

find only the best matched block size of 16x16 without 

considering motion estimation cost, or by computing and 

minimizing the motion cost with a coarse QP value equal to of 

previous frame QP. However, the later will be affected by QP. 

But our experiments show that the effect of QP is negligible in 

low bit rate cases and almost has no effect in high bit rate 

encoding or low motion sequences. In our proposed algorithm 

the second approach is adopted. Our detailed approach is 

discussed here. 

After performing motion estimation for all MBs in the 

frame, total SAD of 16x16 block motion compensated frame is 

computed. Based on this value of SAD of current 

frame,
currSAD , and previous frame, prevSAD , and the 

average value of previous frames, avgSAD , we can compare 

the current frame complexity with previous frames. First we 

define the comparison value, refSAD , for current frame as 

 

avgprevref SADSADSAD ×−+×= )1( αα      (17) 

 

where α  is a constant value of 0.5. 

Comparing 
currSAD  and refSAD  represents current frame 

complexity and bits are allocated to the frame accordingly by 

adjusting (7) as  
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where γ  is a constant value to normalize the frame 

complexity. In this case, remaining bits are distributed among 

remaining frames based on their complexity.  

The final target bits is computed as follows: 

 

21 )1( TKTKT ×−+×=                                              (19) 

 

Here, the remaining bits are distributed to all non-coded 

frames according to their statistics and complexities. Then we 

use this value of T in (3)3 to compute target bits for the frame. 

C. More Other Modifications 

Furthermore, the predicted MAD for current frame is 

adjusted with a weighted combination based on the SAD 

value. In special case of scene change, value of 
currSAD  

divided by refSAD  exceeds a threshold. When scene change 
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is detected, some other improvements are applied as well. 

First, the predicted MAD is altered as 

 

)1( γ×+×=
ref

curr
predcurr

SAD

SAD
MADMAD                (20) 

Second, all model parameters such as those in linear model 

and quadratic model are reset to initial values. Updating 

methods for these parameters including sliding windows are 

reset as well. 

Finally, after above computation, QP is computed and RDO 

is performed with all valid modes except the intra 16x16. Our 

proposed algorithm is shown in Fig. 2. 

 
Fig. 4   Proposed Algorithm 

VII. EXPERIMENTAL RESULTS 

In our experiments, the JM9.6 test platform is adopted. The 

JVT rate control software is selected as a reference of our 

comparison. The proposed algorithm is implemented in JVT 

scheme, and the test sequences are in QCIF 4:2:0 format. 
 

TABLE I. Average PSNR  

SEQUENCE Reference Software Proposed 

Suzie-Trevor 34.33 36.78 
Forman 34.87 35.19 
Salesman 35.42 35.53 

 

Primary results show that our proposed algorithm improves 

the average PSNR, as shown in Table I. Also the standard 

deviation of the PSNR is significantly improved by using the 

proposed method. The PSNR of each frame in “Foreman” and 

“Suzie-Trevor” encoded at 56kbps are plotted in Fig. 3 and 

Fig. 4, respectively. The results of other test videos are listed 

in table II. As illustrated the new technique has achieved an 

average PSNR gain of 0.43 dB and reduced PSNR deviation 

as well in average of 21.25%. This is while using our proposed 

algorithm, adds a little computational complexity. Table II also 

shows that our scheme meets target bit rates more closely than 

JM9.6. 
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Fig. 5   PSNR of each frame for sequence “Foreman“. 

 

VIII. CONCLUSION 

In this paper we have proposed a new method for frame 

layer bit allocation based on frame complexity so that it can 

maintain a video stream with a smoother PSNR variation 

which is highly desirable in real-time video coding and 

transmission. The proposed approach uses the distribution of 

MB modes in a frame as a measure of its complexity. Also the 

early motion estimation approach is introduced and is used in 

complexity estimation. The current frame’s complexity is then 

estimated based on previously encoded frames and bit budget 

is allocated to this frame based on its complexity. Our 

experimental results show that our proposed approach 

outperforms the JM9.6 rate control algorithm by improving the 

PSNR in average of 0.43 dB and PSNR deviation reduction of 

21.25%. Furthermore, the proposed improvements can be 

16x16 

 

ME 

Bit Allocation 

MAD prediction 

Further Adjustment 

QP 

Determination 

 

RDO 

TABLE II. Simulation Results of Proposed Algorithm and JM9.6 reference software 

Sequence 
Average PSNR PSNR Std. Deviation Bit Rate (kbps) 

JM9.6 Proposed JM9.6 Proposed JM9.6 Proposed 

Foreman   (100kbps) 34.87 35.68 1.29 1.08 101.32 100.26 

Foreman     (56kbps) 32.34 32.85 1.09 0.78 57.36 56.12 

Carphone  (100kbps) 36.82 37.41 1.16 1.01 100.24 100.33 

Carphone   (56kbps) 34.34 34.79 0.76 0.64 56.50 56.48 

Claire        (100kbps) 45.48 45.83 1.02 0.73 99.80 99.71 

Claire         (56kbps) 42.53 42.67 1.56 1.16 56.18 55.92 

Salesman   (100kbps) 39.63 40.11 2.14 1.68 101.7 100.49 

Salesman   (56kbps) 35.42 35.56 1.58 1.23 56.44 56.31 
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extended to MB level rate control by allocating bits to basic 

units of a frame according to basic units’ complexity.  
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Fig. 6   PSNR of each frame for sequence “Suzie-Trevor“. 
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