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Abstract— A new control method for a cooperative carrying
task control problem by two mobile robots is proposed. In
the problem, a leading robot is assumed to be controlled by a
human directory or remotely. On the other hand, a following
robot must be run autonomously anytime without dropping a
carrying object. The proposed method based on the receding
horizon control (RHC) generates optimal left and right wheel
motor torques of the following robot at each sampling time
to hold constraint condition of relative position. Numerical
examples are shown to demonstrate the effectiveness of the
method.

Keywords– Cooperative caring task, Tracking, Mobile robot,
Receding horizon control, Relative position constraint

I. INTRODUCTION

RECENTLY, according to the progress of control theories
and robot technologies, robots are expected to work for

human support, or instead of human, under the dangerous
condition. For example, rescue robots[1], which save the
people life at the disaster e.g., big earthquake and so on, has
been researched and developed in the world-wide. Also, many
working robot in factories[2] or in construction work[3] are
developed.

Under such situations, if two or more mobile robots can
work cooperatively and autonomously, we can expect that the
work efficiency is improved and the work plan is able to
be flexible. From such a viewpoint, there have been many
researches about the control problems with multiple mobile
robots for various tasks. For example, the formation control
using information of the relative distance and angle between
leading robot and each following robot has been developed
by [4]. The tracking control considering collision avoidance
among followers by [5] is also targeted multiple robots.
Anyway, powerful and effective control method is need for
these problems [6], [7].

In last few decades, RHC (Receding Horizon Control)
has been widely accepted in the industries[8], [9], since it’s
practical and effective control method for various systems. In
RHC algorithm, manipulated variables are obtained by solving
on-line optimization problem at each sampling time. Conven-
tionally, RHC has been used the systems with slow-moving
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dynamics, for example, chemical process and so on, due to
the computation time. But, recent dramatic improvement of
computer performance has made it possible to control the
systems with fast-moving dynamics (mechanics, electronics
and so on). Hence, the digital RHC method has been effective
for various kinds of continuous-time objects. In addition to
this, RHC is one of the most effective controls against con-
strained systems. Actual controlled object has often constraints
conditions: performance limitation of actuator, the cost for
control, and safety margin and so on. If the controller ignores
such constraints when to decide the manipulated values, it is
possible that the system should be breakdown in the worst
case. In contrast, RHC controller can calculate manipulated
values not to violate the constraints, thus RHC is very suitable
for practical use.

In this paper, therefore, new control method based on RHC
for the cooperative carrying task problem of two two-wheeled
mobile robots. In this problem, the most important constraint is
that the following robot must be controlled anytime to hold the
condition of relative position with given margin. The following
robot is controlled by using only relative position information
(without using absolute position information). The relative
position must be within the restricted range in any situation
to prevent a carried thing from dropping. The RHC seems to
be a best way to improve the control performance meeting
with such severe requirements. Numerical examples are given
to demonstrate the effectiveness of the proposed method.

This paper is organized as follows. In section 2, an overview
of RHC is introduced. In section 3, the robot model and
problem formulation of the cooperative carrying task is de-
fined. In section 4, the proposed method is shown as main
contribution and in section 5, numerical simulation results are
given. Finally, in section 6, concluding remarks and future
works are stated.

II. PRELIMINARIES: RHC

RHC algorithm is to decide the optimal manipulated values
which converge the controlled values to reference values by
iteration of optimizing a cost function under constraints[10].
To take advantage of the modern control theory, RHC mainly
use the state space model to describe the controlled object[11].
At current time-step k controlled variables x(k) is measured,
and RHC controller predict the behavior of the controlled
variables sequence from x̂(k+1) to x̂(k+Hp) by the dynamic
model of the controlled object described as eq. (1). ˆ denotes
a predictive value at k.
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x(k + 1) = Ax(k)+ Bu(k) (1)

The behavior of system depends on future manipulated vari-
ables sequence from û(k) to û(k +H p−1), that is why RHC
controller calculate the sequence U = [u(k), u(k + 1), · · · ,
u(k+HP−1)] which makes desired behavior from perspective
of cost-minimizing. After calculating, only û(k) is inputted to
controlled object as current actual input, then, at the next time-
step the plant state is sampled again and the prediction and
the calculation are repeated. The outline of RHC algorithm is
shown as fig.1.
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Fig. 1. The outline of RHC

The cost function J(k) at current time-step is given by

J(k) =
Hp−1

∑
i=0

{
‖ x̂(k + i+1)− xd ‖2

Q + ‖ û(k + i) ‖2
R

}
. (2)

The optimization problem with constraints is given by

min
U

J(k) (3)

subject to

xmin ≤ x̂(k + i)≤ xmax

umin ≤ û(k + i)≤ umax (4)

i = 0,1, · · · ,H p.

We assume the controlled object is a multi-input multi-output
system, thus x(k) and u(k) are vectors with adequate dimen-
sions. ‖ x ‖2

Q denotes the quadratic form xT Qx, and xd reference
value and where Q and R are weighting matrices.

III. PROBLEM FORMULATION

A. Model of two-wheeled robot

The two-wheeled robot has two motors which rotate in-
dependently. Although there are many control methods using
velocities and angular velocities as manipulated variables[12],
the dynamic model of the robot is used in this paper. Therefore,
motor torques are set as manipulated variables[13], then the

ul

2l

v

ω

2r
ur

θ

x

y

Fig. 2. Two-wheeled robot

robot is torque-controlled and has two independent inputs. We
assume the center of gravity (C.G.) of the robot corresponds to
center of the two wheels, and let the position of C.G.set (x, y),
and θ denotes robot’s direction (see fig. 2). The dynamic
model of robot can be described following state space model
eq. (5)[14]. Controlled variable v and ω are the velocity of
C.G. and angular velocity respectively, ur and ul is right and
left motors torques. The definition of parameters is shown in
table. I.

TABLE I
DEFINITION OF ROBOT PARAMETERS

Iw Inertia moment [Nms2/rad]
M Weight [kg]
Iv Inertia moment about rotation center [Nms2/rad]
l Distance between wheel and rotation center [m]
c Viscosity coefficient of friction [Nms/rad]
r Wheel radius [m]

φr/φl Rotation angle of left/right wheel [rad]

[
v̇
ω̇

]
=

[
a1 0
0 a2

][
v
ω

]
+

[
b1 b1
b2 −b2

][
ur

ul

]
(5)

where

a1 =
−2c

Mr2 + 2Iω
, a2 =

−2cl2

Ivr2 + 2Iω l2 ,

b1 =
r

Mr2 + 2Iω
, b2 =

rl
Ivr2 + 2Iω l2

The relation between (v, ω) and (x, y, θ ) is described in
eq. (6).

ẋ = vcosθ , ẏ = vsin θ , θ̇ = ω (6)

Input torques ur and ul change v, and ω according to eq. (5),
v and ω change x, y, and θ according to eq. (6), too. Thus, we
need to get proper torques which lead the robot to a desired
position.

B. Control problem of the cooperative carrying task

Fig. 3 shows the cooperative carrying task. We assume that
working environment is horizontal flat surface and there is no
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obstacle. A mobile robot’s moving path is determined by the
leading robot , which is assumed to be controlled by human,
called “Leader”, and the following robot is called “Follower”.

Follower calculates its relative position (x, y), direction θ
and velocities (v, ω) from the communication with leader (by
using leader’s position and direction). The control purpose
is to generate follower’s input torques u f r and u f l which
converge relative distance D to be desired distance Dd without
violation of the position constraint described eq. (7) wherever
leader is.

Dmin ≤ D ≤ Dmax (7)

Leader’s and follower’s behavior are summarized as follows.

D
θ l

θ f
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yl

xf

yf

DD

vl

vf

Leader

Follower

Fig. 3. Cooperative carrying task by Leader and Follower

Leader : runs arbitrarily (driven by a human directly or re-
motely), and position, direction and velocities at each sampling
time is expressed by (xl, yl , θl), (vl , ωl) respectively.

Follower : calculate own input torques u f r and u f l us-
ing relative position, direction and velocities expressed by
(x f , y f , θ f ), (v f , ω f ) respectively from the communication
with the leader.

IV. RHC METHOD FOR COOPERATIVE CARRYING TASK

A. Generation of reference control values

As mentioned above, the two-wheeled robot usually can not
control by the continuous feed-back law. About this point,
Astolfi has been proposed the discontinuous feedback law
which can solve the normal tracking control problem of non-
holonomic mobile robot[15] as follows.

Astolfi’s control law
The robot’s position and direction (x, y, θ ) are converted three
variables (ρ , α, φ) according to eq. (8) (see fig. 4).

ρ =
√

x2 + y2

α = −θ + arctan
−y
−x

(8)

φ =
π
2
−θ

Then we can get v and ω which converge (x f , y f , θ f ) to (0,
0, π/2) according to eqs. (9) and (10). Kρ , Kα and Kφ are the
control parameters.

v = Kρ ρ (9)

ω = Kα α + Kφ φ (10)

Astolfi’s control law leads the robot to the origin wherever the
robot is. Although this method is a superior method for the
normal tracking control problem of one mobile robot, it’s not
applicable to the cooperative carrying task problem with two
robots as it is.
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Fig. 4. Polar coordinate model
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To overcome the fault of Astolfi’s method, firstly, coordinate
conversion which changes (xl, yl, θl) to origin (0, 0, π/2)
is done. After this conversion to (x f , y f , θ f ), it changes to
(x′f , y′f , θ ′

f ) as shown in fig. 4. Then, (x′f , y′f , θ ′
f ) is converted
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to (ρ ′, α ′, φ ′) according to eq. (11).

ρ ′ =
√

(x′f )2 +(y′f )2

α ′ = −θ ′
f + arctan

−y′f
−x′f

(11)

φ ′ =
π
2
−θ ′

f

ρ ′ is equal to D. Our purpose is to converge ρ ′ to Dd .
If we apply Astolfi’s control law without any modification,
it converges ρ ′ to 0 (follower collides leader). To avoid
the collision we should converge ρ ′ −Dd (see fig. 5) to 0.
Moreover, we should take account in the Leader’s velocity.
From these points, we modify eq. (9) to eq. (12). The first
term of right side in eq. (12) works to converge ρ ′ to Dd , and
the second term compensate the effect of vl .

vd
f = Kρ

(
ρ ′ −Dd

)
+ vl (12)

We do not modify eq. (10) because changing ω affect to follow
Leader too much. Therefore, we use eq. (13), which is same
eq. (10).

ωd
f = Kα α ′ + Kφ φ ′ (13)

B. Generation of constraints
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C.G. of Leader
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Fig. 6. The feasible region of follower

Follower must follow leader satisfying relative position
condition at all time. In other words, follower must be inside
of the yellow region, namely inside of circle C2 and outside of
the circle C1 as shown in fig. 6, if any physical constraints due
to the motor performance do not exist. The center of the C1
and C2 is predictive position and direction of leader (x̂l , ŷl, θ̂l)
at next time-step, according to eq. (14)(Ts denotes sampling
interval). The radius of the circle C1 is Dmin and C2 is Dmax.

This is feasible position area of follower at next step
include physically impossible area. However, follower has
constraint conditions due to motor performance actually. They
are expressed with max values of velocity and angular velocity
respectively. Therefore, the actual position is restricted smaller
than this yellow region as follows.

Firstly, the leader’s position and direction at next step are
predicted as

x̂l = xl + vl cosθl Ts

ŷl = yl + vl sinθl Ts (14)

θ̂l = θl + ωl Ts.

Then, we derive the velocity constraints due to motor perfor-
mance described as follows.

(v f min ≤) v f ≤ v f max (15)

In fig. 7, we first consider the line segment from (x f ,y f ) to
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Fig. 7. The region restricted by velocity constraint

(x̂l, ŷl), and we set P1 the intersection point of the segment
with C1. P1 uses to obtain v f max, and is obtained by the smaller
solution of following simultaneous equations eq. (16).√

(x̂l − x f )2 +(ŷl − y f )2 = D

(xP1 − x̂l)2 +(yP1 − ŷl)2 = D2
min (16)

(xP1 − x f )2 +(yP1 − y f )2 = (D−Dmin)2

Then we consider tangent line from (x f ,y f ) to point of
tangency P′, and we set P2 the intersection point of the
line with C2. P2 uses to obtain vmin. Now, P′ is needed to
obtain P2, and is obtained by one of the solution of following
simultaneous equations eq. (17).

(xP′ − x̂l)2 +(yP′ − ŷl)2 = D2
min

(xP′ − x̂l)(x f − x̂l)+ (yP′ − ŷl)(y f − ŷl) = D2
min

(17)
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Then, P2 is obtained by one of the solution of following
simultaneous equations eq. (eq:p2).

(xP2 − x̂l)2 +(yP2 − ŷl)2 = D2
max

yP2 − y f = tanθ1(xP2 − x f ) (18)

tanθ1 =
yP′ − yf

xP′ − xf

Finally, we calculate the velocity constraint as shown in
eq. (19). Since v f max is obtained by dividing the distance
between (x f , y f ) and (x̂l, ŷl) in the time Ts. If v f is not larger
than v f max, follower does not approach than Dmin at next step
(after Ts seconds). On the other hand, if v f is not smaller than
v f min, follower does not part from Dmax at next step.

v f max =

√
(xP1 − x f )2 +(yP1 − y f )2

Ts

v f min =

√
(xP2 − xf )2 +(yP2 − yf )2

Ts

(19)

Next, the angular velocity constraint is also described as
eq. (20).

(ω f min ≤) ω f ≤ ω f max (20)

In fig. 8, let’s consider P3 which is obtained as well as P2
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Fig. 8. The region restricted by angular velocity constraint

using the other solution P′′ of eq. (17). The relative angles θmax

and θmin are set as shown in fig. 8, respectively. Then, ω f max
and ω f min are calculated by following eq. (21). Since ω f max

is obtained by θmax/Ts, follower’s direction turns between P2
and P3 at next step if v f satisfy the constraint.

ω f max =
θmax

Ts
=

arctan
(yP2 − yf )
(xP2 − xf )

−θ f

Ts

ω f min =
θmin

Ts
=

arctan
(yP3 − y f )
(xP3 − x f )

−θ f

Ts

(21)
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Fig. 9. The actual region restricted by all constraints

Finally, follower ’s actual reachable position at next step
without dropping the carrying object is restricted by velocity
and angular velocity constraints due to physical motor perfor-
mance into the green region in fig. 9. Namely, follower must
be controlled to be in this green region at every next step.

C. RHC method

The proposed method based on RHC algorithm which
calculates follower motor torques is summarized as follows.
Fig. 10 illustrates the algorithm flow.

(Step1) Set initial values to all parameters.
(Step2) The controller get leader’s information (xl , yl , θl),

(vl , ωl), and follower’s information (x f , y f , θ f ), (v f ,
ω f ) at current time-step k.

(Step3) The controller calculates follower’s reference ve-
locities according to eqs. (12) and (13), and condi-
tions according to eqs. (19) and (21).

(Step4) The controller calculates input torques u f r and u f l .
(Step5) Follower runs by the input torque in Step 4. Return

to Step 2 after Ts seconds.

MPC
Controller
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(xl ,yl ,θl)
(v ,ω )

(vf ,ωf)

(ufr,ufl)

constraints 
conversion

(vfmax,vfmin,ωfmax,ωfmin)
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(xf ,yf ,θf)
Follower
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Fig. 10. A flow of control
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Fig. 11. Straight path

At Step 3-2, RHC controller solves the following optimization
problems. Eq. (22) describe discretized dynamic model by
sampling time Ts.

z f (k + 1) = Adz f (k)+ Bdu f (k) (22)

where

z f (k) =
[

v f (k)
ω f (k)

]
, u f (k) =

[
u f r(k)
u f l(k)

]

Thus, the input torques are obtained by the optimal solutions
of following equations.� �

min
û f

H p−1

∑
i=0

‖ ẑ f (k+i+1)− zd(k)‖2
Q +‖ û f (k+i)‖2

R (23)

subject to

ẑ f (k + i+1) = Adẑ f (k + i)+ Bdû f (k + i)
z f min(k) ≤ ẑ f (k+i) ≤ z f max(k) (24)

i = 0,1, · · · ,H p−1
� �
where

ẑ f (k) = z f (k), zd
f (k) =

[
vd

f (k)
ωd

f (k)

]
,

z f min(k) =
[

v f min(k)
ω f min(k)

]
, z f max(k) =

[
v f max(k)

ω f max(k).

]

V. NUMERICAL EXAMPLES

This section shows the results of the computer simulations
to confirm the effectiveness of the proposed method. The
parameters in table I are Iw = 0.005, Iv = 0.05, l = 0.1,
c = 0.05, and r = 0.05. The control parameters set Kφ =−0.3,

x[m]

y[
m

]

ω ：π/ 5
 v ： 0.7

ω ：-π/ 10
 v ： 0.8 ω ：-π/ 5

 v ： 0.5

ω ：π/ 5
 v ： 0.3

ω ：0
 v ： 0.8

ω ：0
 v ： 0

Fig. 12. Circular path

Kρ = 1.5, and Kα = 1.5 initially. The weights of the cost

function in eq. (23) are Q=
[

100 0
0 10

]
and R=

[
0.1 0
0 0.1

]
.

The initial positions and directions of leader and follower are
(xl, yl, θl) =

(
1, 1,

π
2

)
and (x f , y f , θ f ) =

(
1, 0.5,

π
2

)
re-

spectively.

Let’s desired relative distance Dd = 0.5, and assume two
migration path called ”Straight path” and ”Circular path”.
These paths are shown in figs. 11 and 12. Leader changes
own velocities on the path. For example, the velocity of C.G.
is vl = 0.5 in straight line, then vl is down to 0.05 and an
angular velocity occurs ωl =±π/4 at the corner of the straight
path.

A. Result of straight path

Let the relative distance constraints be Dmax = 0.6[m] and
Dmin = 0.4[m]. The result of follower’s path and the time
fluctuation of D are shown in figs. 13 and 14. Fig. 13 indicates
that follower can follow leader from start to goal. In addition
to this, fig. 14 indicates though follower is almost close to
Dmin at t = 8.5[s], there is no violation of the constraints while
follower runs behind leader. These result show the two robots
can carry the object.

In first condition, maximum value of D is 0.554[m], mini-
mum is 0.401[m]. Then, we impose more severer constraints
Dmax = 0.55[m] and Dmin = 0.45[m] which the result of the
first condition do not satisfy. In this case, follower can also
follow leader shown in fig. 17. Fig. 18 shows there is no
violation of constraints of D. Compare fig. 14 with fig. 18,
maximum of D is changed to 0.545[m] and minimum of D is
changed to 0.450[m] in order to satisfy each constraints of D.
This result indicates the effectiveness of the proposed method.

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING

Issue 3, Volume 4, 2010 134



B. Result of circular path

Firstly, assume the relative distance constraints Dmax =
0.6[m] and Dmin = 0.4[m]. The result of follower’s path and
the time fluctuation of D are shown in figs. 15 and 16. These
results indicate carrying task is well done as well as the straight
path.

Then, we also impose more severer constraints Dmax =
0.55[m] and Dmin = 0.45[m]. The results with the more severer
constraint are shown in figs. 19 and 20. There is no violation
of the relative distance constraint, but, we can see D does not
converge to Dd = 0.5[m] when follower runs a first semicircle.
This phenomenon seems to be attributed to ωd because the
phenomenon does not appear the straight path.

VI. CONCLUSION

In this paper, the RHC based control method for cooperative
carrying task problem of two mobile robots has been proposed.
The method get the optimal torques of follower robot under
constraint conditions. Moreover, reference values of velocities
and angular velocities that follower can keep up with leader
which runs arbitrarily paths has been derived. This is realized
by extending the Astolfi’s control law, and converts geometri-
cally a relative distance constraint into velocities’ constraints
which can easily deal with optimization problem in RHC
algorithm.

Simulation results have been illustrated to indicate follower
can runs effectively using the input torques calculated by the
proposed method. Although severe conditions on same path
are imposed, follower can run effectively satisfying relative
position constraint.

To realize the more practical systems, there is a room to
improve in the proposed method. One of the issues is to
improve ωd

f by using leader’s angular velocity for enhanced
following performance when running in a circular path.

Other issue is to consider the effective method of the
Digital-to-Analog (DA) conversion of control inputs. In the
control problem of this paper, the continuous-time objects
(robots) are controlled by a discrete-time controller (com-
puter). In such system, the Analog-to-Digital(AD) and the
DA conversions of signals are indispensable operations. In
this paper, the conventional zero-order hold is assumed to
be used for the DA conversion on the assumption that the
analog signals in each sampling interval are considered as
constant values. However, to improve the control performance,
it’s very important to take account of the behavior of systems
in the sampling intervals. For this point, we have proposed the
adaptive DA converter which switch the sampling functions
optimally according to the system status [16]. Hence, we apply
to this to the proposed method and verify the improvement of
the performance as future.

Moreover, the robustness property of the proposed method
with respect to the model uncertainties and disturbances should
be added. One of the possible strategy for adding the robust-
ness property is solving the so-called minimax optimization
problem, namely minimization problem over the control input

of the performance measure J maximized by plant model
uncertainties or disturbances as follows. However, it is difficult
to solve such problem, since the saddle point may not exist
in general. Therefore, some effective solving method is need.
Since we have proposed the new practical solving approach
of minimax RHC [17], [18] problem recently, we will try to
apply this approach to the proposed method as a future work.
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Fig. 13. Paths of Leader and Follower in the case of
Dmax = 0.6[m] and Dmin = 0.4[m]
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Fig. 14. Time fluctuation of relative distance in the case of
Dmax = 0.6[m] and Dmin = 0.4[m]
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Fig. 15. Paths of Leader and Follower in the case of
Dmax = 0.6[m] and Dmin = 0.4[m]
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Fig. 16. Time fluctuation of relative distance in the case of
Dmax = 0.6[m] and Dmin = 0.4[m]
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Fig. 17. Paths of Leader and Follower in the case of
Dmax = 0.55[m] and Dmin = 0.45[m]
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Fig. 18. Time fluctuation of relative distance in the case of
Dmax = 0.55[m] and Dmin = 0.45[m]
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Fig. 19. Paths of Leader and Follower in the case of
Dmax = 0.55[m] and Dmin = 0.45[m]
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Fig. 20. Time fluctuation of relative distance in the case of
Dmax =0.55[m] and Dmin = 0.45[m]
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