
  
Abstract—Whale optimization algorithm (WOA), which mimics 

the social behavior of humpback whales, was proposed by Seyedali 
Mirjalili and Andrew Lewis in 2016.This paper introduces the inertia 
weights to WOA to obtain the improved whale optimization 
algorithms(IWOAs). IWOAs are tested with 27 mathematical 
benchmark functions and are applied to predict daily air quality 
index(AQI) of Taiyuan.The results show that IWOAs with inertia 
weights are superior to WOA,FOA,ABC,and PSO on the minimum of 
benchmark functions and are very competitive for prediction 
compared with WOA and PSO. 
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improved whale optimization algorithm, inertia weight   

I. INTRODUCTION 
HERE are more and more meta-heuristic optimization 
algorithms which are used extensively in science, 

engineering and business because they: (i) have a few 
parameters; (ii) do not require gradient information; (iii) can 
bypass local optima; (iv) can be utilized to solve the practical 
problems.  
   The fruit fly optimization algorithm(FOA) first proposed by 
Pan [1] in 2012, who provided an easy and powerful approach 
to handle the complex optimization problems,simulates the 
intelligent foraging behavior of fruit flies or vinegar flies in 
finding food. Fruit flies live in the temperate and tropical 
climate zones. They have very sensitive osphresis and vision 
organs which are superior to other species. Therefore, FOA is 
composed of sensitive osphresis and vision part. Fruit flies 
mainly use osphresis and vision to find food and can collect 
different kinds of airborne smells, even when the food source is 
40 km away. Fruit flies use osphresis to search for food along 
the scent concentration path, and then use visual flight to the 
group gathering place or the food source.Since then, more and 
more researchers improve FOA and apply FOA to different 
regions[2-4]. 

As a relatively new optimization method inspired by 
swarm intelligence, artificial bee colony algorithm(ABC) 
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proposed by Karaboga [5] in 2005 imitates the foraging 
behavior of honeybees, which consists of three kinds of honey 
bees:employed bees, onlooker bees and scout bees.In ABC, the 
number employed bees equal to the number of onlooker bees, 
and also equal to the number of food sources. A food source 
position represents a possible solution to the problem that is to 
be optimized and the nectar of a food source corresponds to the 
quality of the solution represented by the food source. During 
each cycle, the employed and onlooker bees are moving toward 
the food sources, thus calculating the nectar amounts and 
determining the scout bee and then moving them randomly 
onto the possible food sources. If the solution does not improve 
by a predetermined number of trials, the food source is 
abandoned and the corresponding employed bee is converted 
to the scout bee. Since 2005, researchers devote themselves to 
the search methods and applications of ABC[6-10]. 

The particle swarm optimization algorithm(PSO)was first 
proposed by Kennedy and Eberhart (1995)[11], which was 
used to simulate the group behavior. In PSO, the swarm 
changes its direction during its movement and therefore there 
are velocity update and position update. The swarm in PSO 
contains a lot of candidate solutions,which are treated as birds 
and are also called particles. Initially, these particles have the 
random direction and velocity. Then each particle changes its 
own position and velocity based on the experiences of  itself 
and  its neighbors. Finally, by the fitness values of each particle 
and iterations,the global solution for the overall swarm is 
obtained.  In PSO, many researchers introduce “inertia weight” 
and propose many dynamic variations of PSO based on the 
inertia weight.Different inertia weight strategies imply 
different incremental changes in pursuit of  a better solution 
[12-19]. 
    Besides the above three swarm intelligence algorithms, there 
are other swarm intelligence algorithms such as the ant colony 
optimization(ACO)[20-21], genetic algorithm(GA) [22-23] 
that simulates the Darwinian evolution, Evolution Strategy(ES) 
[24-26], and differential evolution algorithm(DE) [27-28].  

In 2016, Seyedali Mirjalili and Andrew Lewis first propose a 
new meta-heuristic optimization algorithm(namely, Whale 
Optimization Algorithm,WOA) mimicking the hunting 
behavior of humpback whales[29]. 

Fig.1[29]shows the special hunting method of the humpback 
whales. Humpback whales prefer to hunt school of krill or 
small fishes close to the surface,whose foraging is done by 
creating distinctive bubbles along a circle or ‘9’-shaped 
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path  that can only be observed in humpback whales as shown 
in Fig. 1 . 

 
In this paper, we introduce different inertia weights into 

whale optimization algorithm (IWOA) to get the better of 
benchmark functions and apply for AQI prediction of  Taiyuan. 

The structure of the rest of the paper is as follows. In Section 
II, basic whale optimization algorithm is described. In Section 
III, the inertia weight is introduced into WOA and improved 
whale optimization algorithm(IWOA) is proposed. In section 
IV, 27 benchmark functions are introduced and IWOA,WOA, 
FOA,ABC,and PSO are compared. In section V, we apply 
IWOA,WOA,and PSO for AQI prediction of Taiyuan. Section 
VI summarizes the main findings of this study and suggests 
directions for future research. 

II. BASIC WHALE OPTIMIZATION ALGORITHM 
    In this section, we describe the mathematical modal of the 
basic whale optimization algorithm in [29]. 

A. Encircling Prey 
Humpback whales can recognize the location of prey and 

then encircle them. For the unknown position of the optimal 
design in the search space, the current best candidate solution is 
the target prey or is close to the optimum in WOA. Once the 
best search agent is defined, the other search agents will hence 
try to update their positions towards the best search agent. The 
updated method is represented by the following equations: 

 |)()(.| * tXtXCD −=                      (1) 
    DAtXtX .)()1( * −=+                   (2) 

where the meanings of ,,,,, * XXCAt and . are shown in 
Table 1. 

 
   The vectors A and C are calculated in the following:   

         aarA −= 2                            (3)  
 rC 2=                                  (4) 

where a  is linearly decreased from 2 to 0 over the course of 
iterations (in both exploration and exploitation phases) and r  
is a random vector in [0,1].  

B. Bubble-net Attacking Method (Exploitation Phase) 
    Two improved approaches are designed as follows for 
mathematically simulating the bubble-net behavior of 
humpback whales:  

 One is Shrinking encircling mechanism obtained by 
decreasing the value of a  in the  (3). Note that A  is a random 
value in the interval ],[ aa− where a  is decreased from 2 to 0 
during iterations. Setting random values for A  in [ −1,1],  we 
can define the new position of a search agent anywhere in 
between the original position of the agent and the position of 
the current best agent.  
     The other is spiral updating position created between the 
position of whale and prey to mimic the helix-shaped 
movement of humpback whales as follows:  

)()2cos(.'.)1( * tXleDtX bl +=+ π                   (5) 
where |)()(|' * tXtXD −= is the distance of the thi  whale to 
the prey (best solution obtained), b  is a constant connected  
with the shape of the logarithmic spiral, l is a random number   
in ]1,1[− , and . is an element-by-element multiplication.     
     Humpback whales swim around the prey within a shrinking 
circle and along a spiral-shaped path simultaneously. So we 
assume that there is a chance of a probability about 50% to 
choose between either the shrinking encircling mechanism or 
the spiral updating position of whales during optimization. The 
mathematical model is shown as (6):   

 






≥+
<−

=+
5.0)2cos(.'.
5.0.)()1( )*(

*

pifXleD
pifDAtXtX tbl π

         (6) 

where p is a random number in ]1,0[ .    
     C.  Search For Prey (Exploration Phase) 
    The humpback whales search for prey randomly except for 
the bubble-net method. Similar to the approach based on the 
variation of the A  vector, humpback whales search randomly 
according to the position of each other. Therefore,  A with the 
random values greater than 1 or less than −1 is utilized to make  
search agent  move far away from a reference whale. Different 
from the exploitation phase, we update the position of a search 
agent in the exploration phase when  a randomly chosen search 
agent is in place of the best search agent found so far. The 
mechanism and 1>A focus  on  exploration and allow the 
WOA algorithm to perform a global search. The mathematical 
model is as shown in the following:  

|.| XXCD rand −=                         (7) 
                   DAXtX rand .)1( −=+                     (8) 

where X rand is a random position vector (a random whale) 
chosen from the current population.     
   In WOA algorithm, a set of random solutions are taken. The 
a  parameter is decreased from 2 to 0 providing both 
exploration and exploitation. At each iteration, search agents 
gradually update their positions using  either a randomly 
chosen search agent or the best solution obtained so far. If 

1>A , a random search agent is chosen, otherwise the best 
solution is selected for updating the position of the search 
agents. According to  p, WOA is able to switch between either 
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a spiral or circular movement. Then the WOA is terminated 
according to a termination criterion.  
     The concrete steps of the WOA are the following: 
     Step1. Initialize the whales population ),,2,1( niX i = and 
Maxgen(maximum number of iterations).Let 1=t . 
     Step2. Calculate the fitness of ),,2,1( niX i = ,and find the 

best search solution *X . 
     Step3. Repeat the following: 
     For every ),,2,1( niX i = ,update plCAa ,,,, .  
     If 5.0<p ,then if 1|| <A ,update the position of the current 
search agent by the (1) and if 1|| ≥A ,select a random search 
solution randX  and update the position of the current search 
agent by the (8). 
     If 5.0≥p ,update the position of the current search by the 
(5). 
    Check if any search agent goes beyond the search and amend 
it.Calculate the fitness of ),,2,1( niX i = ,and if there is a 

better solution,find the best search solution *X . 
    Let .1+= tt  
    Until t reaches Maxgen iteration, the algorithm is finished. 
     Step4. Return the best optimization solution *X and the 
best optimization value of fitness values. 

III. IMPROVED WHALE OPTIMIZATION ALGORITHM 
    In WOA, the updated solution is mostly depended on the the 
current best candidate solution. Similar to PSO algorithm, an 
inertia weight ]1,0[∈ω is introduced into WOA to obtain the 
improved whale optimization algorithm (IWOA).  
    In Encircling prey, the updated method is represented by the 
following equations: 

|)()(.| * tXtXCD −= ω                    (9) 

  DAtXtX .)()1( * −=+ ω                      (10) 

where the meanings of ,,,,, * XXCAt and . are shown in 
table 1. 
   In exploitation phase, a spiral equation created between the 
position of whale and prey to mimic the helix-shaped 
movement of humpback whales is as follows:  

)()2cos(.'.)1( * tXleDtX bl ωπ +=+               (11) 
where |)()(|' * tXtXD −= ω and indicates the distance of the 
thi  whale to the prey (best solution obtained so far), b  is a 

constant for defining the shape of the logarithmic spiral, l is a 
random number in [ −1,1], and . is an element-by-element 
multiplication.   
   Similar to WOA,we assume that there is a chance of a 
probability about 50% to choose between either the shrinking 
encircling mechanism or the spiral updating position of whales 
with inertia weight during optimization.  The mathematical 
model is as follows:   







≥+
<−

=+
5.0)2cos(.'.
5.0.)()1( )*(

*

pifXleD
pifDAtXtX tbl ωπ

ω         (12) 

where p  is a random number in ]1,0[ . In addition to the 

bubble-net method, the humpback whales search for prey 
randomly.  
    In search for prey (exploration phase),the same approach 
based on the variation of the A  vector can be utilized to search 
for prey (exploration). The mathematical model is as follows:   

|.| XXwCD rand −=                           (13)                                 
DAwXtX rand .)1( −=+                       (14) 

where randX is a random position vector (a random whale) 
chosen from the current population.     
    The concrete steps of the IWOA are the following: 

Step1. Initialize the whales population ),,2,1( niX i =  and 
Maxgen(maximum number of iterations).Let 1=t . 

Step2. Calculate the fitness of ),,2,1( niX i = ,and find the 

best search solution *X . 
Step3. Repeat the following: 
 For every ),,2,1( niX i = ,update plCAa ,,,, .  
If 5.0<p ,then if 1|| <A ,update the position of the current 

search agent by the (9) and if 1|| ≥A ,select a random search 
solution randX  and update the position of the current search 
agent by the (14). 

If 5.0≥p ,update the position of the current search by the 
(11). 

Check if any search agent goes beyond the search and amend 
it.Calculate the fitness of ),,2,1( niX i = ,and if there is a 

better solution,find the best search solution *X . 
Let .1+= tt  
Until t reaches Maxgen, the algorithm is finished. 
Step4. Return the best optimization solution *X and the best 

optimization value of fitness values. 
    There are the formulas of inertia weight ω in PSO algorithms 
in the following: 

T
tt finalinitialinitial )()( ωωωω −−= ,             (15)  

T
t

T
t

i s
t

*1
1

)(
+

−
=ω ,                          (16) 

T
ct

et finalinitialterinal
−−+= )()( ωωωω ,          (17) 

where t is the number of current iterative steps, T is the 
maximum number of iterative steps allowed to continue, 

initialω is the initial inertia weight, finalω is the final   
 inertia weight, s is a constant larger than -1 and c is controlling 
parameter to control the convergence rate of the inertia weight, 

0>c . Equation(15) is introduced by Shi and Eberhart[12] 
who introduce a Linear Decreasing Inertia Weight(LDIW) 
strategy in 1998, (16) is introduced by Lei et al. [14]who 
propose a Sugeno function as inertia weight(SFIW) method in 
which the inertia weight is neither set to a constant value nor set 
as linearly decreasing time-varying function, and (17) is 
introduced by Lu,Hu and Bai[17] who propose an Exponential 
Decreasing Inertia Weight (EDIW) strategy.   
    Thus four kinds of IWOAs are obtained as follows: 
    (1) IWOA with constant inertia weight(IWOA-CIW), 
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    (2) IWOA with dynamic inertia weight shown (15) 
(IWOA-LDIW),  
    (3) IWOA with dynamic inertia weight shown (16) 
(IWOA-SFIW), 
   (4) IWOA with dynamic inertia weight show (17) 
(IWOA-EDIW).  

IV. NUMERICAL SIMULATIONS 

A.  Benchmark Functions 
    In order to test the performance of the IWOA, 27 benchmark 
functions commonly used in the literature [2-3,29] are taken, 
which consist of 18 unimodal functions and 8 multimodal 
functions. 27 benchmark functions with n-dimension are 
concrete in the following where 546 fff +=  and 111012 fff += .  

 (1) ∑ =
=

n

i ixf
1

2
1 ,where 100100 ≤≤− ix . The minimum 

value is 0. 

(2) ∑ ∏= =
+=

n

i

n

i ii xxf
1 12 |||| ,where 1010 ≤≤− ix . The 

minimum value is 0. 
(3) }1|,{|max3 nixf ii ≤≤= , where 100100 ≤≤− ix . The 
minimum value is 0. 

(4) ∑ −

= + −=
1

1
22

14 )(100
n

i ii xxf ,where 3030 ≤≤− ix . The 

minimum value is 0. 

(5) ∑ −

=
−=

1

1
2

5 )1(
n

i ixf ,where 3030 ≤≤− ix . The minimum 

value is 0. 

(6) ])1()(100[ 21

1
22

16 −+−= ∑ −

= + i
n

i ii xxxf ,where 

3030 ≤≤− ix . The minimum value is 0. 

(7)  ∑ =
+=

n

i ixf
1

2
7 )5.0( ,where 100100 ≤≤− ix . The 

minimum value is 0. 

(8) ()
1

4
8 randixf

n

i i += ∑ =
,where 28.128.1 ≤≤− ix . The 

minimum value is 0. 

(9) ∑ =
=

n

i iixf
2

2
9 ,where 12.512.5 ≤≤− ix . The minimum 

value is 0. 

(10) 2
12

2
10 )2( −=

−= ∑ i
n

i i xxif ,where 1010 ≤≤− ix . The 

minimum value  is 0. 
(11) 2

111 )1( −= xf ,where 1010 ≤≤− ix . The minimum value 
is 0. 
(12) 2

1
2

12
2

12 )1()2( −+−= −=∑ xxxif i
n

i i ,where 1010 ≤≤− ix . 

The minimum value is 0. 

(13) )5.0exp(
1

2
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n
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minimum value is -1. 
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n
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=),( yxfs 222
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0.5
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]1))(50([sin)(),( 1.022225.022
10 +++= yxyxyxf , 
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i i
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
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
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



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1
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2
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2
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2
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xxxx xxxxf iiii  

where 55 ≤≤− ix . The minimum value is n−1 . 
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2

1
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2
1
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



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
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100100 ≤≤− ix . The minimum value is 0. 
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1

2
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1
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100100 ≤≤− ix . The minimum value is 0. 

(26) ∑ =
=

n

i iixf
1

2
26 ,where 1010 ≤≤− ix . The minimum 

value is 0.  

(27) ||sin
127 i

n

i i xxf ∑ =
−= ,where 500500 ≤≤− ix . The 

minimum value of 22f  is -418.9829*5. 
2D representations of the above 27 benchmark 

mathematical functions with 2=n are shown in Fig.2-Fig.4. 
In this section,we compare the proposed IWOAs with basic 

WOA,basic ABC algorithm,basic FOA, and the basic PSO  
based on 27 benchmark functions. For all the algorithms, a 
population size and maximum iteration number equal to 30 and 
500,respectively,have been utilized. We run 30 replications for 
these 27 benchmark functions.   
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B.  IWOA-CIW vs. WOA     
    In IWOA-CIW experiments, the mean values and standard 
deviations(std) are obtained with the increase of ω varying 
step length 0.1 from 0 to 1. When 1=ω , IWOA becomes  

 

 
 

WOA.When 0=ω , updated solution does not depends on the 
current best solution. Table 2-table 4 show that the mean and 
the standard deviation of IWOA based on the increase of 
ω varying step length 0.1 from 0 to 1.  

From Table 2-Table 4, it is shown that IWOA-CIW is 
superior to WOA. The values of all the functions  

2613109741 ,,,, fffffff −−  are increasing with the inertia weight’s 
increase. But the value of the function 11f is decreasing with 
the inertia weight’s increase. And functions 2765 f,f,f cannot 

trend to the minimum values. Although functions 104 f,f can 
reach the minimum values, function 115 , ff cannot reach the 
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minimum value, so 111012546 , ffffff +=+=  cannot reach 
the minimum value and have a greater bias.  

    Hence, it can be concluded that as a whole the proposed 
IWOA-CIW significantly improves the basic WOA. And  
the smaller value of inertia weight is taken,the easier  
IWOA-CIW is to trend the minimum value of function. 
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   However,the IWOA-CIW generates small gaps with the true 
optimal values. There is a room for the IWOA to be further 
improved in the future research. 

C. IWOAs vs. WOA vs. ABC vs. FOA vs. PSO  
By a lot of experiments, we take 1.0=ω for example in 

IWOA-CIW. Here, four IWOA algorithms(IWOA-CIW, 
IWOA-LDIW, IWOA-SFIW,and IWOA-EDIW) are 
compared with WOA,FOA,ABC,and PSO. Optimization 
results reported in Table 5-table 7 show that the IWOAs can 
well balance exploration and exploitation phases.  

From table 5-table 7, the values of functions 41 ff − ,  

267 ff − using IWOAs are all less than those using WOA,FOA, 
ABC,and PSO and trend to their minimum values by the less 
iteration number. But IWOAs cannot solve the minimum 
values of functions 65 f,f and 27f . It can be seen that IWOAs 
are competitive with other meta-heuristic algorithm: WOA, 

FOA,ABC, and PSO can hence provide very good 
exploitation. 

D. Analysis Of  Convergence Behavior 

   Convergence curves of four IWOAs,WOA,FOA, ABC, and 
PSO are compared in Fig. 5-Fig.7 for 27 benchmark functions. 
It can be seen that IWOAs are enough competitive. 
   The convergence curves of four IWOAs,WOA,FOA, ABC, 
and PSO are provided in Fig.5-Fig.7 to see the convergence 
rate of the algorithms. Here average best-so-far in each 
iteration over 30 runs. 
    Although 111012546 , ffffff +=+=  and 104 , ff have an 
ability to reach the minimum values within 500 iterations as 
shown in Fig.5-Fig.7, 6f and 12f cannot trend to the minimum 
values owing to 5f and 11f without the convergence of the 
minimum values. 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING Volume 11, 2017

ISSN: 1998-4464 18



 
 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING Volume 11, 2017

ISSN: 1998-4464 19



 
 

     As shown in Fig.5-Fig.7, the IWOAs shows that three 
different convergence behaviors when optimizing 27 
benchmark functions: 
(1) The convergence of IWOAs tend to be accelerated as the 
iteration increase,  
(2) IWOAs trend to convergence within less iterations, 
(3) IWOAs have the rapid convergence from the initial steps of 
iterations. 
    These behaviors are obvious in functions ，01741 , ffff −−  

2613 ff − . The results show that the IWOAs are high in solving 
benchmark functions. 
 

V. APPLY IWOAS FOR AQI PREDICTION OF TAIYUAN 
     According to the convergences of the four IWOAs, WOA, 
FOA, ABC,and PSO  on 27 benchmark functions, we can see 
that FOA and ABC are inferior to IWOAs,WOA,and PSO. 

Therefore, we apply IWOAs,WOA,and PSO for prediction of 
Taiyuan. 
     In recent years, more and more people focus on the the air 
quality problem and find out some methods to improve the air 
quality and analyze the influence factors. Daily air quality 
index(AQI) is described by the six indicators: sulfur dioxide 
(SO2), nitrogen dioxide(NO2), particulate matter (PM10: 
particle size is less than or equal to10 microns), particulate 
matter(PM2.5: particle size is less than or equal to 2.5 microns), 
carbon monoxide(CO),and ozone(O3). Among 
them,SO2,NO2,and CO are all the 24-hour average density; O3 
is the 8-hour moving average density. We choose 1100 sets of 
data from December 2 in 2013 to December 5 in 2016 as train 
data and 22 sets of data from December 6 in 2016 to December 
27 in 2016 as test data. Fig.8 show that the actual daily AQI of 
Taiyuan from December 2 in 2013 to December 27 in 2016. 
    In this section, IWOAs,WOA,and PSO are used for 
optimizing the parameters of linear regression(LR) model for 
air quality index(AQI) prediction of Taiyuan.  
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As shown above, AQI depends on the six indicators: PM2.5, 

PM10, SO2, CO,NO2,O3. We decide to approximate AQI as a 
linear function of these six indicators’ values ,, 0PM15.2PM xx  
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where the iθ ’s are the parameters of linear functions.  
     In order to asses the performance of the above model, we 
take mean square error  (MSE),relative mean square  

error(RMSE) and mean absolute percentage error(MAPE)  as  
criteria, defined as 
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where iy
∧

 and iy denote the actual value and the output value 
by (18), respectively.  Fig. 9 shows the trained output curve by 
the IWOAs for the AQI of Taiyuan. Fig. 10 shows the plots of 
trained absolute errors between the trained outputs and the 
actual valued by the IWOA algorithms. And the values of 
MSE,RMSE, and MAPE(%) of trained output by the IWOAs 
for AQI of Taiyuan are shown in Table 8. 
     Based on the trained optimal parameters of (18) by the 
IWOA algorithms,respectively, we predict the AQI index of 
Taiyuan of following 22 days from December 6 in 2016 to 
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December 27 in 2016. Table 9 shows the predicted outputs by 
using the IWOA algorithms. Table 10 shows that the values of 
MSE,RMSE, and MAPE(%) of predicted output by the IWOA 
algorithms for AQI of Taiyuan. From Table 8 and Table 10, we 

can see that IWOAs with stable inertia weights or dynamic 
inertia weights are superior to WOA and PSO with respect to 
MSE,RMSE, and MAPE and therefore are more adaptive to 
predict the AQI values. 
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VI. CONCLUSION 
 This study introduces the inertia weight to whale 

optimization algorithm (WOA) by the hunting behavior of  
humpback whales. Thus the improved whale optimization 
algorithm (IWOA) is obtained. According to four different 
inertia weights, the corresponding IWOA becomes 
IWOA-CIW, IWOA-LDIW, IWOA-SFIW, and IWOA-EDIW, 
respectively. 

 We conducted the proposed IWOAs on 27 mathematics 
benchmark functions to analyze exploration,exploitation,local 
optima avoidance and convergence behavior by comparison 
with WOA,FOA,ABC,and PSO. IWOAs were found to be 
enough competitive.  

At the same time, we found that FOA and ABC were inferior 
to IWOAs,WOA,and PSO. Therefore, we only applied 
IWOA,WOA,and PSO for AQI prediction of Taiyuan. The 
results obtained from MSE,RMSE and MAPE were shown that 
IWOAs with inertia weights are superior to WOA and PSO and 
were very competitive for applications.  

 We also improve whale optimization algorithm and apply it 
for different regions. 
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