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Abstract—Clustering is one of the most effective algorithms in data analysis and management. It has been widely used in related fields. However, with the rapid development of mass data, the traditional clustering algorithms have disadvantages of poor scalability and low efficiency. How to effectively cluster mass data has become a hot area in the field of data mining. According to the characteristics of massive data with the large amount of data and the variety of data types, used MapReduce distributed parallelization of the data processing model. For the high requirements of real-time analysis and processing, proposed an improved parallel k-means++ clustering method based on MapReduce, implemented the weighted k-means++ initialization method, improved the slow convergence speed and often converges to local optimum, reduced the MapReduce job iteration, economized a lot of network and I/O overhead etc., to improve the scalability of the algorithm, upgrade the efficiency, ensure the clustering results of the algorithm. The proposed optimization strategy can avoid a lot of distance calculation in real datasets and synthetic datasets. More importantly, as K becomes larger, the pruning ability will become more and more obvious. The result is almost perfect sequence of linear complexity of the optimal clustering results almost perfect nonlinear function approximation, while the almost perfect nonlinear function has the very good difference property, is the best function of the difference evenness. The experiment results proved the validity and superiority of the algorithm.
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I. INTRODUCTION

Analysis and processing of massive data in the Internet era is an inevitable trend, from the current study, big data more accurate positioning of massive data development, big data is large volume and complicated structure, it’s difficult to deal with the traditional method. Big data is generally considered to have five attributes: large size, diversity, timeliness, authenticity and value, the emergence of big data has made the traditional parallel database system be challenged greatly in scalability, which makes it unable to do the task of large data analysis. The cloud computing platform and the method of data processing based on MapReduce can carry out dynamic resource scheduling and allocation, with a high degree of virtualization, high availability and high reliability, so it can meet the needs of big data analysis and processing efficiency. At present, MapReduce technology has been applied to data mining, machine learning, information retrieval, computer simulation and other fields.

MapReduce is one of the core technologies of cloud computing, which uses a "divide and rule", the problem difficult to solve directly divided into several sub problems one by one, to get the final results and the integration of each sub problem solution. MapReduce gives full play to the advantages of dealing with massive amounts of data, its programming model is simple, and it has good scalability, fault tolerance, a reasonable load balancing mechanism and task scheduling mechanism. Compared to the traditional parallel programming model, MapReduce doesn’t require users to consider complex implementation details, can develop their own parallel applications. Hadoop is the open source implementation of the Google cloud computing system, which mimics and implements the major technologies of Google cloud computing, MapReduce, GFS, and BigTable. Hadoop is a distributed computing framework, the core idea is in the cheap hardware equipment to deploy cloud computing environment, to provide a stable, reliable, and simple interface for users and applications, build a highly reliable, scalable distributed system.

As k-means clustering algorithm has the characteristics of gradient descent, causes the quality of convergence to the local optimum and the clustering result can’t be guaranteed, the fundamental reason is that the k-means clustering algorithm is very sensitive to the selection of the initial point, the improper selection of the initial point will lead to the slow convergence and low efficiency of k-means. K-means++ initialization algorithm is an outstanding work to solve the above problems. It not only improves the efficiency of the k-means++ clustering algorithm, more importantly, which gives the approximate guarantee of clustering results of the K-means algorithm, but when k-means++ initialization algorithms deal with massive data, its inefficiency is emerging. This thesis mainly studies the improved k-means ++ clustering algorithm based on MapReduce in the massive data environment of cloud computing.

II. ANALYSIS AND DESIGN OF IMPROVED METHOD

A. Analysis of Classical K-means Clustering Algorithm

K-means clustering algorithm is proposed by MacQueen in
1967, is one of the ten classic data mining algorithm, K-means clustering is a method of dividing type, divide n data objects into k clusters, make the sum of Square errors is least for each data point to the cluster centroid. The clustering algorithm is defined as follows:

Let \( X = \{x_1, x_2, ..., x_n\} \) is a data set containing n points, each point of which expressed by D vector dimension, K-means clustering algorithm divide X into k disjoint clusters \( Y = \{Y_1, Y_2, ..., Y_k\} \), for any \( 1 \leq i \neq j \leq k \), as a cluster \( Y_i \), its center point can be shown as follows:

\[
c_i = \frac{1}{|Y_i|} \sum_{y \in Y_i} y
\]

Set \( C = \{c_1, c_2, ..., c_n\} \) is the center of k clusters, and \( \|x_i - x_j\| \) is the Euclidean distance of points \( x_i \) and \( x_j \), then

\[
\text{SSE}(C) = \sum_{k} \left(\frac{n}{k}\right)
\]

In other words, the goal of the k-means clustering algorithm is to find an optimal partition \( C \), which minimizes \( \text{SSE}(C) \). By dividing the data set which containing n objects into k non-intersecting nonempty sets, for the large number of division methods, can calculate by the second type of Stirling number, that is:

\[
S(n, k) = \frac{1}{k!} \sum_{i=0}^{k} (-1)^{k-i} \left(\begin{array}{c} k \\ i \end{array}\right) i^n
\]

This value is approximately equal to \( k^n/k! \). From this can see, the computation of the global optimum is too large by enumerating all possible clusters and finding the global optimum. In fact, this non-convex optimization problem has been proved to be the NP-hard problem; so many heuristic algorithms are proposed to obtain an approximate optimal solution.

As the initial k-centric points of the k-means clustering algorithm are randomly selected, the different central point will make the clustering results of k-means different, so the evaluation of k-means clustering is also a very important problem. As the k-means clustering algorithm has many advantages, it is widely used in reality. On the other hand, the k-means has some main shortcomings are shown as follows: k-means clustering algorithm need to specify the number of clusters \( k \) in advance; can detect the compact, super-spherical, separated from each other better cluster; use the square of the Euclidean distance as a measure of similarity, which is very sensitive to the noise and outliers, and even a very small number of points can significantly affect the mean of the cluster; SSE has a gradient of the characteristics, so it is usually has local convergence, that is, the local optimal solution, but the global optimal is difficult to achieve; select the initial point is sensitive, so that the accuracy of k-means clustering results can’t be guaranteed, different initial points will have different clustering results, Inappropriate initial points lead to empty clusters, which converge slowly and are likely to fall into local optimum.

B. Improved K-means++ Clustering Algorithm

To improve the quality of clustering, K-means clustering algorithm involves iterative operation, while the MapReduce model leads to lack of iterative support, need start a MapReduce job for each iteration operation, which caused a large number of I/O and network overhead. MapReduce implementation of K-means clustering algorithm is relatively simple; the algorithm process is similar to the traditional K-means clustering algorithm, K-means clustering algorithm aiming at the existing problems, the biggest defect is that it is sensitive to the choice of the initial point, thus selecting the initial points has become an important research field. Scalable k-means++ method is the parallelization of k-means++, and also the synthesis of k-means++ initialization method and clustering algorithm. In this thesis, proposed an improved parallel scalable k-means++ initialization algorithm, whose Map processing and Reduce processing are shown as follows.

In the stage of Map, for the standard k-means++ initialization algorithm, pre specified the number of clusters \( k \), contains the n object data set \( C \); let \( C \leftarrow \emptyset \), the center point X implementation of random sampling is \( x \), then:

\[
C = C \cup \{x\}
\]

Loop until \( \text{num}[i] = 0 \); when meeting \( |C| \leq k \), calculate the distance interval \( d^2(x, C) \) closest to the center point \( C \) in section \( x \in X \), then

\[
p(x) = d^2(x, C)/\sum_{x \in X} d^2(x, C)
\]

In the stage of Reduce, to improve the clustering quality of the final implementation of the k-means++ algorithm, initialized weights, pre specified number of clusters \( K \), contain the N object data set \( \langle \text{num}, C \rangle \), set \( C \leftarrow \emptyset \); perform random sampling the center \( X \), loop until \( |C| \leq k \); calculate the distance interval \( d^2(x, C) \) closest to the center point \( C \) in section \( x \in X \), then

\[
p(x) = \text{num} \ast d^2(x, C)/\sum_{x \in X} d^2(x, C)
\]

The improved algorithm with the biggest difference is that the classical algorithm, k-means++ initialization algorithms are executed on the Map stage and Reduce stage, different Map stage execute standard k-means++ initialization algorithm, and Reduce phase is the implementation of the k-means++ initialization algorithm weighted.

If implementing the standard algorithm in the k-means++ initialization algorithm of Map phase and Reduce phase, will make the quality of clustering results is very poor, SSE is away from the optimal solution of the K-means clustering, result \( \text{SSE/SE}_\text{OPT} \gg \alpha \). Choose \( k \) center in the Map stage, another important work is to calculate the number of each selected center point on behalf of the point, the value is used as a weight in the Reduce phase; for each point \( X \) using the weighted probability value is \( p(x) = \text{num} \ast d^2(x, C)/\sum_{x \in X} d^2(x, C) \), determine whether it is the initial center point of k-means clustering algorithm; if the clustering result is generated by the standard k-means++, it will cause \( \text{SSE} \leq \alpha \text{SSE}_\text{OPT} \), among them

\[
\alpha = 8(2 + \ln k)
\]
If the weighted k-means++ initialization algorithm runs in the Reduce stage, then
\[
\sum_{x \in X} \min_{c \in C} ||x - c||^2 \leq \gamma \sum_{x \in X} \min_{c \in C} ||\phi(x) - c||^2
\]  
(9)

At the end of the Reduce task, the weighted k-means++ initialization algorithm will produce K central points. In spite of selecting on the center point sets Y of all Map tasks, but it takes into account the number of center points in the Y represent the points in X. At the same time, the k-means++ initial method need to iterate K times to select k centers, which is inherent in nature and can’t be reduced. However, when a new central point is determined, there is no need to recalculate the distance between all points and the center point.

### III. EXPERIMENTAL DESIGN AND ANALYSIS

#### A. Experimental Environment

All the experiments were run on the Hadoop cluster of isomorphic nodes, used Hadoop 1.2.1 to successfully build a database containing 13 nodes of massive data analysis and processing platform, this platform contains 1 master nodes, 12 slave nodes, the specific configuration information is as follows: Intel Xeon E5-2620 2.0GHz CPU, 8GB memory, 2TB hard disk, 100M/1000M adaptive Ethernet, Gigabit Ethernet controller, the operating system is Ubuntu 16.04.2, the cloud computing platform is Hadoop 1.2.1, JDK 1.8.131 development environment, development tools is Eclipse 4.5 neon. The data information used in the experiment is shown as follows:

The Oxford building data sets is a real data set, which contains 5062 images drawn from Filekr on a specific landmark in Oxford. Each image is extracted into 128 dimensional SIFT features, which contain 16,334,870 features, the size is 5.67GB.

Each point of synthetic data sets is the 128 dimensional vector, which contain 5000 centers, namely 5000 clusters, the other points are around these center points are generated, each cluster contain about 4000 points, the entire data set contain the number of points more than 20 million, this data set the size is about 15GB.

#### B. Comparison and Analysis of Experimental Results

First, compare the efficiency of the different initialization algorithms. As mentioned above, the improved parallel extensible k-means++ initialization algorithm (IPSKMI) use only 1 MapReduce can choose the k center, but the classic k-means++ initialization algorithm (CMRKMI) MapReduce need 2K MapReduce operation, the improved IPSKMI algorithm doesn’t eliminate the iterative character of k-means++ initialization algorithm, just replace the original iteration across network nodes into the iteration of multiple local node, this IPSKMI algorithm can economize a lot of network and I/O cost. Network and I/O cost usually is the bottleneck of the MapReduce processing model, especially the network overhead and performance in the running time, IPSKMI algorithm has a shorter running time. Take K as 1000, the number of iterations is 13 times, the sampling factors respectively is \( \gamma = 0.1k \), \( \gamma = 0.5k \), \( \gamma = 2k \), the contrastive experiment results are shown in Table 1.

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>IPSKMI</th>
<th>CMRKMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1k</td>
<td>189min</td>
<td>435min</td>
</tr>
<tr>
<td>0.5k</td>
<td>25min</td>
<td>615min</td>
</tr>
<tr>
<td>2k</td>
<td>209min</td>
<td>189min</td>
</tr>
</tbody>
</table>

Then, choose the different algorithms to compare the SSE of the center point. Compare the SSE of parallel scalable IPSKMI initialization algorithms and random initialization algorithm (RandI) in Oxford buildings and synthetic datasets. As the data sets are high dimensional data, and the value of K is larger, leading to CMRKMI method execution time is too long, so the degree of approximation of this experiments no comparison between IPSKMI and CMRKMI. While the value of K varies from 1000 to 5000, the experimental results are shown in Figure 1 and figure 2. As the SSE range of synthetic data varies widely, to show the experimental results more clearly, while the K changes from 1000 to 5000, the experimental results of synthetic data is shown in Table 2. From Figure 1 and Figure 2, whether Oxford building real data sets or synthetic data sets, the SSE of IPSKMI and RandI reduce along with the increase of the center points; but the former can get a better approximation, especially the experiments on Oxford building data sets. In the same number of center points, while the SSE of IPSKMI and RandI are in the same order of magnitude, but the IPSKMI SSE is smaller than RandI; and as the center number increased, due to the random characteristics of RandI, its SSE has obvious fluctuations, but the change trend of SSE IPSKMI is more stable than RandI.

<table>
<thead>
<tr>
<th>k</th>
<th>RandI</th>
<th>IPSKMI</th>
<th>CMRKMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>5.36E12</td>
<td>1.58E12</td>
<td>3.51E11</td>
</tr>
<tr>
<td>2000</td>
<td>1.41E12</td>
<td>1.35E12</td>
<td>3.98E11</td>
</tr>
<tr>
<td>3000</td>
<td>7.59E11</td>
<td>1.42E11</td>
<td>4.01E10</td>
</tr>
<tr>
<td>4000</td>
<td>3.98E11</td>
<td>6.40E10</td>
<td>1.98E10</td>
</tr>
<tr>
<td>5000</td>
<td>2.46E11</td>
<td>9.80E10</td>
<td>2.50E10</td>
</tr>
</tbody>
</table>

![Fig.1. Changes in SSE under Oxford data sets](image-url)
Finally, compare the clustering results SSE of different algorithms. Compare the SSE of parallel scalable IPSKMI initialization algorithms and classic k-means initialization algorithm (CMRKMI) in Oxford buildings and synthetic datasets. Set the K value is 5000; use 5000 initial center points of previous set of experiments; to save time, the number of iterations of the experiment is set to five, the results of the experiment are shown in Figure 3 and Figure 4, and put the experimental results of the synthetic data into table 3. From Figure 3 and Figure 4 can see, while the number of iterations increased from 1 to 5, both the IPSKMI and the CMRKMI SSE are reduced, which also reflects the characteristics of the K-means clustering algorithm of gradient descent, but the IPSKMI algorithm is better than the CMRKMI in approximation. For the Oxford building data sets, the largest SSE gap occurs at the first iteration between the IPSKMI and the CMRKMI, with the increase of the number of iterations, the gap is getting smaller and more stable, when the last iteration occurs, the gap between the two reaches the minimum. For the synthetic data sets, compared to CMRKMI, IPSKMI on the degree of approximation has a great advantage, when in the first iteration; the SSE that occurred at the first iteration is 1/10 of CMRKMI, when the number of iterations varies from 3 to 5, IPSKMI SSE is close to a constant, from this point can know the proposed algorithm has faster convergence speed; after 5 iterations, IPSKMI in the real data set and synthetic data set on the SSE are stabilized, so use an improved parallel k-means++ initialization method can be extended to get better clustering results.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMRKMI</td>
<td>1.13E11</td>
<td>6.59E10</td>
<td>5.77E10</td>
<td>5.42E10</td>
<td>5.31E10</td>
</tr>
<tr>
<td>IPSKMI</td>
<td>1.124E11</td>
<td>1.025E10</td>
<td>1.015E10</td>
<td>1.014E10</td>
<td>1.012E10</td>
</tr>
<tr>
<td>IPSKMI</td>
<td>1.124E11</td>
<td>1.025E10</td>
<td>1.015E10</td>
<td>1.014E10</td>
<td>1.012E10</td>
</tr>
</tbody>
</table>

IV. CONCLUSIONS

This thesis studied the existing problems of k-means++ clustering algorithm in large data scenarios, proposed an improved scalable parallel k-means++ clustering algorithm (IPSKMI), can implement efficiently in the MapReduce framework. The improved parallel scalable k-means++ clustering algorithm proposed in this paper, can use only one MapReduce job to select k points for k-means. As the IPSKMI algorithm reduced the number of MapReduce operations, economized a lot of network overhead and I/O, and proved that it is approximate K-means optimal clustering results, further improved the efficiency of the algorithm.

The proposed optimization strategy can avoid a lot of distance calculation in real datasets and synthetic datasets. More importantly, as K becomes larger, the pruning ability will become more and more obvious. The result is almost perfect sequence of linear complexity of the optimal clustering results almost perfect nonlinear function approximation, while the almost perfect nonlinear function has the very good difference property, is the best function of the difference evenness. Finally, the experimental results show that the algorithm is effective and superior. To further optimize the algorithm, we will study the optimization of pruning strategies in the future.
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