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Abstract—Due to the parametric uncertainties and the disturbances in dynamic model, the traditional control methods are not suitable for the motion control of four-wheel omnidirectional mobile robot. An adaptive sliding mode controller is presented, the RBF neural network is applied to estimate the function of the parameter uncertainty and the disturbance. To suit the real-time control demand, single parameter estimation is used instead of the weights of RBF neural network, and then a Lyapunov function is exploited to prove the stability of the improved closed-loop system. The numerical simulations results show that the controlled system has better robust stability and ability of restraining disturbance.
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I. INTRODUCTION

OMNIDIRECTIONAL mobile robot can move in any direction without changing any position and posture. The omnidirectional mobile robot has been widely applied to the human production and life practice in recent years with the special motion advantage. The control problems of motion and regulation have been extensively studied and attracted the interest of many control researchers in the field of omnidirectional mobile robotics [1].

In preliminary studies, it is common that the motion control problems of the omnidirectional mobile robotics are addressed taking into account the kinematic equations [2]. Considering, only its kinematic model, several control strategies have been proposed [3, 4]. However, these studies all suppose that the robot worked in an ideal environment or there was no uncertainty in the kinematic model. In fact, a good motion control for mobile robot with its kinematic model needs it to track the designed velocity perfectly, which is impossible in practical application. Then a number of contributions have been focused on the dynamic representation of the omnidirectional mobile robot [5]. A fuzzy controller was designed to realize tracking control for mobile robots [6]. In the same spirit, the dynamic model of the mobile robot is considered in order to study the slipping effects between the wheels of the vehicle and the working surface [7]. To deal with the parameter uncertainty and the disturbance existing in the dynamic model, sliding mode control approach and its improvements are presented [8]-[11]. A sliding mode control scheme was proposed to deal with the disturbance, and an adaptive controller was designed to solve the parameter uncertainty in path tracking problem [8]. In [10], based on the linearized system, an integral sliding mode control is designed for trajectory tracking control of an omnidirectional mobile robot. But it has inherent deficiency, which needs computing the upper boundedness of the system dynamics, and may cause high noise amplification. A robust neural network based sliding mode controller, which uses an NN to identify the unstructured system dynamics directly, is further proposed to overcome the disadvantages of the integral sliding mode control and reduce the online computing burden of conventional NN adaptive controllers [11]. However, it is not suitable for the real-time control.

To deal with the model uncertainties and the disturbances in dynamic model of the four-wheel omnidirectional mobile robot, an adaptive sliding mode control with single parameter approximation is presented in this paper. And the RBF neural network is applied to estimate the function of the parameter uncertainty and the disturbance, single parameter estimation is used instead of the weights of RBF neural network to fit real-time control. And then, the stability of the closed-loop system and the convergence of the adapting process are strictly demonstrated by Lyapunov stable theory. Finally, a series of simulation results show that the control system has good tracking performance, better robust stability and ability of restraining disturbances.

II. DYNAMIC MODEL OF FOUR-WHEEL OMNIDIRECTIONAL MOBILE ROBOT

A. Kinematic Model

Four-wheel robots are one of the models of robots, which are
used in many domains. They are omnidirectional with four wheels that have the ability of moving to any direction at any time (they are holonomic mobile robots, in other words). Fig. 1 shows the schematic of the four-wheel robot used in our laboratory.

According to the geometric relationship of Fig. 1, the robot posture (position and orientation) in the robot coordinate frame is expressed as $X_w$, and the robot posture can be presented in the world coordinate frame as $X$, the relationship between $X$ and $\Delta x$ is as (1).

$$X_w = R(\theta) \cdot X = \begin{bmatrix} \cos \theta & -\sin \theta & 0 \\ \sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix} \cdot X_w \quad (1)$$

Where $XOY$ is the world coordinate frame for robot, $xoy$ is the robot own coordinate frame, denotes the moving direction of robot, $W_k (k=1,2,3,4)$ denotes every wheel, $\delta_k$ denotes the angle between wheel and $x$ axis respectively, $V_k$ denotes the velocity of each wheel, its positive direction is anticlockwise, $l$ is the distance between the center of robot-body and that of each wheel.

The kinetic model of mobile robot can be constructed as (2).

$$\begin{bmatrix} v_1 \\ \omega_1 \\ v_2 \\ \omega_2 \\ v_3 \\ \omega_3 \\ v_4 \\ \omega_4 \end{bmatrix} = \begin{bmatrix} -\sin(\delta_1+\theta) & \cos(\delta_1+\theta) & l \\ -\sin(\delta_2-\theta) & -\cos(\delta_2-\theta) & l \\ \sin(\delta_2+\theta) & -\cos(\delta_2+\theta) & l \\ \sin(\delta_4-\theta) & \cos(\delta_4-\theta) & l \end{bmatrix} \cdot \begin{bmatrix} \dot{X_w} \\ \dot{\theta} \end{bmatrix} = g(\theta)X_w \quad (2)$$

Where $v_i$ denotes the linear velocity and $\omega_i$ is its angular velocity of each wheel, $r$ is the radius of each wheel.

**B. Dynamic Model**

The force acting on the robot can be derived by applying the Newton’s second law in the robot coordinate frame. Where $M = \text{diag} \{m,m,m,J\}$, $m$ is the total mass of robot, $J$ is the total inertia for robot rotation, and $f = (f_1,f_2,f_3,f_4)^T$ is the tangential force generated by DC motors at each wheel.

$$M \ddot{X}_w = g^T(\theta) \cdot f \quad (3)$$

The dynamics of armature current of each DC motor can be described as (4). Where $V_i$ is battery voltage, $u \in [-1,1]$ is normalized control input, and $L_i$ is reactance of the motor, $R_i$ is armature resistance, $K_i$ is back-emf constant, $n$ is gear ratio and $\varphi$ is angular of the each wheel.

$$\begin{align*}
L_i \frac{di}{dt} + R_i i &= V_i - K_i n \varphi \\
\end{align*} \quad (4)$$

Since the electrical time constant of the motor is very small compared to the mechanical time constant, we can neglect the inductance of the motor electric circuit and describe the generated torque of each motor $\tau$, with $K_i$ is the torque constant.

$$\tau = K_i n i = \frac{1}{R_i} K_i n (V_i - K_i n \varphi) \quad (5)$$

Dynamic equation of velocity for each wheel is as (6). Where $J_w$ is the inertia at center of wheel about vertical axis and $F_v$ is the viscous friction factor in drive axis.

$$J_w \ddot{\theta}_k + F_v \dot{\theta}_k = T_k - r f_k \quad (6)$$

Then the dynamic formulation produces the system representation,

$$\begin{align*}
\dot{\mathbf{q}} + \mathbf{C}(\mathbf{q}) \ddot{\mathbf{q}} &= \mathbf{B} \dot{\mathbf{q}} \\
\end{align*} \quad (7)$$

Where $\mathbf{q} = \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix}$, $\mathbf{r} = \begin{bmatrix} r_1 \\ \vdots \\ r_n \end{bmatrix}$, $\mathbf{B} = \mathbf{R} \mathbf{g}^T(0)$, $\mathbf{D} = \begin{bmatrix} 3J \quad 0 \\ 0 \quad 0 \end{bmatrix}$, $\mathbf{C}(\mathbf{q}) = \begin{bmatrix} \frac{-3J}{2r^2} + \frac{5J}{2r^2} \sin 2\theta + \frac{J}{r^2} (\sqrt{2} - \sqrt{2}) & \frac{J}{r^2} \cos 2\theta \\ \frac{5J}{2r^2} \sin 2\theta + \frac{J}{r^2} (\sqrt{2} - \sqrt{2}) & \frac{J}{r^2} \cos 2\theta \end{bmatrix}$

For describing conveniently and computing simply, the dynamic formula (7) can be rewritten as the standard form,

$$\begin{align*}
\dot{\mathbf{q}} + \mathbf{C}(\mathbf{q}) \ddot{\mathbf{q}} + \mathbf{T}_q &= \mathbf{T} \\
\end{align*} \quad (8)$$

Where the virtual control $\mathbf{T} = \mathbf{B} \ddot{\mathbf{q}}$, $\mathbf{T}_q$ is the parameter uncertainties and exogenous disturbances, which is bounded.

**III. CONTROLLER DESIGN**

A. Sliding Mode Control based on RBF NN

Considering the tracking error of trajectory is

$$e(t) = \mathbf{q}_d(t) - \mathbf{q}(t) \quad (9)$$

When $t \rightarrow \infty$, $e(t) \rightarrow 0$, $\dot{e}(t) \rightarrow 0$.

Supposing that there is a feasible smooth bounded reference trajectory $\mathbf{q}_d(t)$, for all trajectories $\mathbf{q}(t) = \mathbf{q}_d(t)$, according to the theory of sliding mode control, we have designed the sliding mode switching function as,

$$s = \dot{e} + \Lambda e \quad (10)$$
Where \( \Lambda = \Lambda^T > 0 \), then we get

\[
\dot{q} = -s + \dot{q}_d + \Lambda e
\]  
(11)

Plug equation (11) into the equation (8), we have

\[
Ds = D(\ddot{q}_d - \ddot{q} + \Lambda \dot{e}) = D(\ddot{q}_d + \Lambda \dot{e}) - D\ddot{q}
\]
\[
= D(\ddot{q}_d + \Lambda \dot{e}) + C(\dot{q}) + T_d - T
\]
\[
= D(\ddot{q}_d + \Lambda \dot{e}) - Cs + C(\ddot{q}_d + \Lambda \dot{e}) + T_d - T
\]
\[
= -Cs - T + F + T_d
\]
(12)

Where \( F = D(\ddot{q}_d + \Lambda \dot{e}) + C(\ddot{q}_d + \Lambda \dot{e}) \), is the model uncertainty.

The model uncertainty \( F \) is usually difficult to obtain in practical application, if the parameters had been changed for some reasons, the control performance might get worse. We use the RBF NN to estimate the model uncertainty \( F \).

For each axis \( i \), \( i = 1, 2, 3 \), the idea formula of RBF NN is designed as

\[
h_j = \exp \left( \| x_i - \mathbf{c}_j \| / \sigma_j^2 \right), \quad j = 1, 2, \ldots, m
\]
(13)

\[
F_i = w_i^T \mathbf{h} + e_i
\]
(14)

Where \( \mathbf{x}_i = [e_i \; \dot{e}_i \; q_{id} \; \dot{q}_{id}] \) is the input of RBF NN for axis \( i \); \( \mathbf{h}_i = [h_{i1} \; h_{i2} \; \cdots \; h_{im}]^T \); \( e_i \) is the estimation error of RBF NN; \( w_i \) is the idea weight value for axis \( i \).

From function (14) of \( F \), we have

\[
\mathbf{x} = [\mathbf{e} \; \dot{\mathbf{e}} \; \mathbf{q}_{id} \; \dot{\mathbf{q}}_{id}]
\]
(15)

Then

\[
F = [F_1 \; F_2 \; \cdots \; F_i \; \cdots \; F_n]^T
\]

\[
\begin{bmatrix}
w_1^T \mathbf{h}_1 + e_1 \\
\vdots \\
w_i^T \mathbf{h}_i + e_i \\
\vdots \\
w_n^T \mathbf{h}_n + e_n
\end{bmatrix}
\]
(16)

Where \( \epsilon = [e_1 \; e_2 \; \cdots \; e_i \; \cdots \; e_j]^T \), \( \| \epsilon \| \leq \varepsilon_N \).

The control law contains formula (12) and (16) is the sliding mode control law based on RBF NN estimation. The model uncertainty of each axis can be estimated well. However, it can’t fit the real-time control.

B. Adaptive Approach with single parameter Approximation

Instead of the weights of RBF NN, an estimated single parameter is used. Defining the estimated value of weight is \( \tilde{w}_i \), the estimated error is

\[
\tilde{w}_i = w_i - \tilde{w}_i, \quad \| w_i - \tilde{w}_i \| \leq w_{\max}.
\]
(17)

And assuming that the single parameter is \( \phi > 0 \), and \( \phi = \max \| \mathbf{w}_i \| \), its estimation is \( \tilde{\phi} \), then

\[
\tilde{\phi} = \phi - \phi
\]
(18)

Defining \( W = \begin{bmatrix} w_1 \\ \vdots \\ w_n \end{bmatrix} \), \( H = \begin{bmatrix} h_1 \\ \vdots \\ h_n \end{bmatrix} \), \( \tilde{W} = W - \hat{W} \), according to the GL operator in lecture [12], we get

\[
W \circ H = \begin{bmatrix} w_1^T h_1 \\ \vdots \\ w_n^T h_n \end{bmatrix}, \quad s \circ s = \begin{bmatrix} s_1^T s_1 \\ \vdots \\ s_n^T s_n \end{bmatrix}, \quad H \circ H = \begin{bmatrix} h_1^T h_1 \\ \vdots \\ h_n^T h_n \end{bmatrix}
\]
(19)

\[
F = W \circ H + \epsilon
\]

By the sliding mode and Lyapunov theory, if the closed-loop system is stably, the sliding control law is designed as follows,

\[
T = \frac{1}{2} \hat{\phi} s \circ (H \circ H) + Ks + (\varepsilon_N + b_x) sgn(s)
\]
(20)

Where, \( \| T \| \leq b_x \), \( K = diag\{K_1, K_2, \ldots, K_n\} \), \( K_i > 0 \).

The adaptive law of \( \hat{\phi} \) is

\[
\hat{\phi} = \frac{\gamma}{2} \sum_{i=1}^{n} s_i^T \| \mathbf{h}_i \|^2
\]
(21)

Plug equation (20) into the equation (12), we have

\[
Ds = -(K + C)s - \frac{1}{2} \hat{\phi} s \circ (H \circ H) + F + T_d - (\varepsilon_N + b_x) sgn(s)
\]
(22)

C. Stability Analysis

Considering the Lyapunov function candidate as follows,

\[
V = \frac{1}{2} s^T Ds + \frac{1}{2} \frac{s \circ s}{\gamma}, \quad \gamma > 0.
\]
(23)

The time derivative of \( V \) is given as,

\[
\dot{V} = s^T Ds + \frac{1}{2} s^T Ds + \frac{1}{2} \frac{s \circ s}{\gamma}
\]

\[
= s^T \left[-(K + C)s - \frac{1}{2} \hat{\phi} s \circ (H \circ H) + F + T_d - (\varepsilon_N + b_x) sgn(s)\right]
\]

\[
+ \frac{1}{2} s^T \hat{F} + \frac{1}{2} \hat{\phi} \hat{\phi} \epsilon
\]

\[
= s^T \left[-Ks - \frac{1}{2} \hat{\phi} s \circ (H \circ H) + W \circ H + \epsilon + T_d - (\varepsilon_N + b_x) sgn(s)\right]
\]

\[
+ \frac{1}{2} s^T (D - 2C)s + \frac{1}{2} \hat{\phi} \hat{\phi} \epsilon
\]
(24)
Because that \( s^T [\varepsilon + T_d - (\varepsilon_N + b_D) \text{sgn}(s)] \leq 0 \), and \( s^T (D - 2C)s \leq 0 \), we get

\[
\dot{V} \leq s^T [\frac{1}{2} \phi_s \circ (H \circ H + W \circ H)] - s^T Ks + \frac{1}{\gamma} \rho \]

Note the formula as follows,

\[
s^T [W \circ H] = [s_1 \cdots s_n] \begin{bmatrix} w_1^T h_1 \\ \vdots \\ w_n^T h_n \end{bmatrix} = s_1 w_1^T h_1 + \cdots + s_n w_n^T h_n = \sum_{i=1}^{n} s_i w_i^T h_i \quad (26)
\]

\[
s^T [\frac{1}{2} \phi_s \circ (H \circ H)] = \frac{1}{2} \phi [s_1 \cdots s_n] \begin{bmatrix} h_1^T h_1 \\ \vdots \\ h_n^T h_n \end{bmatrix} = \frac{1}{2} \phi (s_1 \| h_1 \| + \cdots + s_n \| h_n \|) = \frac{1}{2} \phi \sum_{i=1}^{n} s_i \| h_i \| \quad (27)
\]

\[
s^T h_1 + 1 \geq s_1 \| h_1 \| + 1 \geq 2 s_1 w_1^T h_1
\]

\[
s_i w_i^T h_i \leq \frac{1}{2} s_i \| h_i \|^2 + \frac{1}{2} \quad (28)
\]

Then we have

\[
s^T [W \circ H] = \sum_{i=1}^{n} s_i w_i^T h_i \leq \frac{1}{2} \phi \sum_{i=1}^{n} s_i \| h_i \|^2 + \frac{n}{2} \quad (30)
\]

\[
\dot{V} \leq -\frac{1}{2} \phi \sum_{i=1}^{n} s_i \| h_i \|^2 + \frac{n}{2} - s^T Ks + \frac{1}{\gamma} \rho
\]

\[
= -\frac{1}{2} \phi \sum_{i=1}^{n} s_i \| h_i \|^2 + \frac{n}{2} - s^T Ks + \frac{1}{\gamma} \rho
\]

\[
= \phi (\sum_{i=1}^{n} s_i \| h_i \|^2 + \frac{1}{\gamma} \rho) + \frac{n}{2} - s^T Ks
\]

\[
= \frac{n}{2} - s^T Ks \leq 0
\]

Where \( \| h \| \leq \sqrt{\frac{n}{2K}} \).

It means that considering the system (8) in closed loop with the sliding mode controller (20) and the adapting law of single parameter \( \phi \) in (21), then the tracking error \( e(t) \) is globally asymptotically stabilized to zero, even though the upper bound of the parameter uncertainty and the disturbance is not exactly confirmed.

IV. NUMERICAL SIMULATION

We carried out numerical simulations to assess the performance of the controller given in (20) and (21). The values of the parameters correspond to a laboratory prototype built in our institution and they are founded in Table I.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_v )</td>
<td>1.86 [Nm/(rad/sec)]</td>
</tr>
<tr>
<td>( K_t )</td>
<td>0.0259 [Nm/A]</td>
</tr>
<tr>
<td>( K_b )</td>
<td>0.0259 [V/(rad/sec)]</td>
</tr>
<tr>
<td>( V_s )</td>
<td>24 [V]</td>
</tr>
<tr>
<td>( m )</td>
<td>23 [kg]</td>
</tr>
<tr>
<td>( n )</td>
<td>22</td>
</tr>
<tr>
<td>( J )</td>
<td>6.11 [gcm²]</td>
</tr>
<tr>
<td>( r )</td>
<td>0.1 [m]</td>
</tr>
<tr>
<td>( J )</td>
<td>33.3 [gcm²]</td>
</tr>
</tbody>
</table>

In the numerical simulations, the control parameters are as follows, the initial posture is \( q_0 = [0.5, 0.5, 0.5]^T \), \( K = \text{diag} \{100, 100, 100\} \), \( A = \text{diag} \{45, 45, 45\} \), the adapting weight is \( \gamma = 300 \), \( \varepsilon_N = 0.5 \), \( b_D = 0.2 \), according to formula (15),

\[
\begin{bmatrix} -1.5 & -1 & -0.5 & 0 & 0.5 & 1 & 1.5 \\ -1.5 & -1 & -0.5 & 0 & 0.5 & 1 & 1.5 \\ -1.5 & -1 & -0.5 & 0 & 0.5 & 1 & 1.5 \end{bmatrix}
\]

\( i = 1, \cdots, 7 \).

A. The Model Uncertainty Has Been Known Exactly

The robot tracked the circle path with traditional sliding mode controller (TSMC) in [10] and the controller with single parameter approximation (SPAC), if the model uncertainty has been known exactly, the results of path tracking are shown in Fig. 2 and Fig. 4, and the control torque inputs are in Fig. 3 and Fig. 5.
When the parameters are exactly confirmed, from Fig. 2 and Fig. 4, the SPAC can make the robot track the path quickly with smaller tracking error. In Fig. 3 (a) and Fig. 5(a), the control torque inputs $\tau_x$ and $\tau_y$ produced from TSMC has chattered obviously after $t = 5$ s, however, in Fig. 3 (b) and Fig. 5(b), the inputs produced from SPAC are smoother, because the RBF NN can reduce the high-frequency chatters.

**B. The Model Uncertainty Has not Been Confirmed Exactly**

If the model uncertainty $F$ has been changed from $F$ to $1.5F$, the results of path tracking with TSMC are shown in Fig. 6 and the results of path tracking with SPAC are shown in Fig. 7.
From Fig. 6, when the model uncertainty is not exactly confirmed, for example, \( F \) has been changed from \( F \) to \( 1.5F \), in other words, the actual control model has bigger errors compared with the nominal control model in formula (8). And then the TSMC cannot track the reference path quickly, sometimes loses the desired path.

But in Fig. 7 the SPAC can make the robot track its desired path with good performance. It is because that the adapting law can estimate the value timely and effective. When the parameters of control model have been changed, the adapting law could estimate the parameters timely and changed the control values to suit the changed model. In other words, the adapting law can keep the control system with better robust stability and ability of restraining disturbance.

V. CONCLUSIONS

As the model uncertainties and disturbances in the dynamic model of four-wheel omnidirectional mobile robot are usually difficult to obtain, an adaptive sliding mode control is presented, and a RBF neural network is used to estimate the model uncertainty. To fit the real-time control, an approach with single parameter approximation is designed. The asymptotic stability of the closed loop system is formally proved. The trajectory tracking results of SPAC have shown that the properties of the closed-loop system have a better performance than TSMC, whether or not the model uncertainty is constant or changed. The inherent chattering of SPAC has been eliminated effectively, however, TSMC has caused high noise amplifications and high control costs.
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