
 

 

  
Abstract— We introduce an improved method for face 

classification based on the nearest and the center of ellipse (NCE). 
The NCE is a method for face classification by using an ellipse. 
Before face classification, we use two-dimensional principal 
component analysis (PCA) for feature extraction, then a three points 
from the same class produce an ellipse together with inside three 
points, the foci and the center.  

The classification rules are as follows: 1) if the tested image is 
inside the ellipse, we calculate the average distance between the 
tested image and each of the inside three points; 2) otherwise, we find 
the minimum distance. The distance between the tested image and 
each of the three points which produce the ellipse. From both cases, 
we obtain the distance corresponding to the ellipse. Then we 
conclude that the tested image is in the same class with the ellipse 
which gives the minimum distance. A large number of experiments 
were investigated on the Faces94 and the Grimace database. 
Meanwhile, we compare our method with the shortest feature line 
segment (SFLS), the nearest and the center of ellipse (NCE). The 
proposed algorithm shows high performance and it has the average 
recognition rate over 96.88 %. 
 

Keywords—face classification, ellipse, focus of ellipse, center of 
ellipse.  

I. INTRODUCTION 
face recognition system can be divided into three steps:              
face detection, feature extraction and face recognition. 

The first step is detecting the existence of a face image also 
called face detection.  Second, if there are the faces in an 
image, we proceed the process of extracting faces from 
backgrounds. So, the system identifies a certain image region 
as a face. Finally, identification individuals by comparing the 
tested face image against a database of known faces also 
called the face recognition.  

Sirovich and Kirby [1] presented a method for the 
representation of face images which use eigenfaces, derived 
from the covariance matrix of face images, for the recognition. 
Turk and Pentland [2] proposed principal component analysis 
(PCA) which is a method to the detection and identification of 
faces. Face images are projected onto a feature space that best 
encodes the variation among know face images. Belhumeur, 
Hespanha and Kriegman [3] proposed the face recognition 
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algorithm which is insensitive to large variation in lighting 
direction and facial expression. Taking a pattern classification 
approach, they considered each pixel in an image as a 
coordinate in a high-dimensional space. Karande and Talbar 
[4] presented a problem of face recognition under variation of 
illumination and poses with large rotation angles using the 
Independent Component Analysis (ICA) and PCA before 
applying the ICA. Face recognition using ICA which 
extracting the most relevant information contained in that face. 
The independent components obtained by the ICA algorithm 
are used as feature vectors for classification. The Euclidian 
distance classifier is used for testing of images. Zhang, Zhou 
and Chen [5] proposed a novel subspace method which is 
called diagonal principal component analysis (DiaPCA). 
DiaPCA directly attempted to find the optimal projective 
vector from diagonal face images without image to vector 
transformation, DiaPCA is much more accurate than PCA.  

In this paper, we focus on the last step of the face 
recognition system that is face recognition. There are several 
methods for face classification that involve geometry shape. 
Normally, the face classification is done by checking the 
minimum distance between an input image and the training 
images. The distance is calculated form various methods. An 
example algorithms for face classification are nearest 
neighbour (NN) [6], the nearest feature line (NFL)  [7], the 
nearest feature centre (NFC) [8], extended nearest feature line 
(ENFL) [9], the shortest feature line segment (SFLS) [10], the 
restricted nearest feature line with ellipse RNFLE [11], the 
nearest feature midpoint (NFM) [12], The nearest and the 
center of ellipse (NCE) [13] and others methods [15-17]. 

 Some face classifications in this paper are follow: Han, 
Han and Yang investigated the shortest feature line segment 
(SFLS): the method used a circle and tried to find the shortest 
feature line segment. Ieosanurak and Klongdee present the 
nearest and the center of ellipse (NCE) for classification, this 
method used the center of ellipse to find the distance between 
the tested image and the center. The ellipse is created from 3 
points of the same class, then class that the minimum of the 
distance is class of the tested image.  

In this paper, we proposed a novel modified the nearest and 
the center of ellipse (NCE). Instead of calculating the distance 
between the tested image the center of an ellipse, the proposed 
method attempts to find the average distance between the 
tested image and each point in the three points of the foci and 
the center of the ellipse.  
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II. LITERATURE REVIEW 

 
A. Principal Component Analysis (PCA) 
The principle component analysis approach was described 

by Turk and Pentland [12] in 1991. The training database 
contains M images which are represented as the same size of 
matrix. Each image matrix is normalized by converting to the 
equivalent image vector (column matrix) 𝑧$. The training 
matrix  𝑋 contains the image vectors as 
	

𝑋 = [𝑧(		𝑧) 		…	𝑧+].	 	

The process of PCA as show in in Fig 1.is described as 
follows: 
 
Step 1. Set 𝑧$.  be the image vector of 	𝑖01 image class 𝑐.  
Step 2. Calculate the mean face image which is defined by 
	

𝑧 =
1
𝑀

𝑧$

+

$5(

.	 	

Step 3. Calculate the covariance matrix C of the training image 

matrix by 

	
		𝐶 = (

+
𝐴𝐴9,	 	

where  

𝐴 = 	 	 𝑧( − 𝑧 			 𝑧) − 𝑧 …	 𝑥+ − 𝑧 	 .	 	

 
Step 4. Since the matrix 𝐶 is high dimension, the eigenvectors 
of 𝐶 are considered by the matrix 𝐿 = (

+
𝐴9𝐴 of size M×	M (if 

λ is eigenvalue of 𝐿, then λ is also eigenvalue of 𝐶).  
 Let VA be the eigenvector of matrix 𝐿 corresponding to the 
eigenvalue λA where λ( ≥ λ) ≥ ⋯ ≥ λD. Thus, 
	

𝑈$ = 𝐴𝑉$,	 	

 is eigenvector of 𝐶 corresponding to the eigenvalue λA. The 
eigenfaces is defined by		U = [U(		U)		UH …	UD]. 
 
Step 5. (Return to Vector Conversion) The weight of each 
eigenvector zA represents the image in the eigenface space as 
given by 
	

zA = UJ xA − x ,	 	

where U is the eigenfaces. 

 
B. The nearest feature line (NFL)  

 𝑥L.𝑥M.	represents the line which is passing through 𝑥$. and 𝑥N. 

called a feature line (FL) of the class 𝐶OPQ, as shown in Fig. 

2. Define 𝑥R as the projection point of 𝑥 which can be 
calculated by 
 𝑥R = 𝑥$. + 𝑡 𝑥N. − 𝑥$. ,  

Get face image 
training set 

Subtract the mean 

Calculate the 
covariance matrix 

Calculate the eigenvectors 
and eigenvalues of the 

covariance matrix 

Choosing component 
and forming a feature 

vector 

Getting the old data back 
 or Return to Vector 

Conversion 

Fig. 1 Step of  PCA 
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where 𝑡 =
VWXVY
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ZXVY
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ZXVY
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ZXVY

Z
. 

The distance between the test image 𝑥  and the feature line 
𝑥L.𝑥M.  can be calculated by 
 𝑑 𝑥, 𝑥L.𝑥M. = 𝑥 − 𝑥R

)
,  

where ⋅
)

 is the Euclidean distance. 

The classification decision called the nearest feature distance 
can be defined as follow: 
 𝐶OPQ = argmin	

.
		 min
(g$hNgi

𝑑 𝑥, 𝑥M.𝑥L. 		 	  

for 𝑐 = 1,2,3, … , 𝑁. and 𝐶OPQ is the class of the tested 
image. 

 
 

C. The shortest feature line segment (SFLS) 
 This method produces the shortest feature line segment 
which is classified by the tested image inside a circle, created 
by two training points 𝑥$.	and 𝑥N.of the class 𝐶mPQm as shown 
in Fig. 3. The distance metric of SFLS is calculated by 
 

𝑑 𝑥, 𝑥$.𝑥N. = 𝑥$. − 𝑥N. .  

 
The classification decision can be defined as follow: 
 

𝐶mPQm = argmin
.

min
$,N

𝑑 𝑥, 𝑥$.𝑥N. 	 ,  

for 𝑐 = 1,2,3, … , 𝑁., where  𝐶mPQm is the class of the tested 
image.  

 

D. The restricted nearest feature line with ellipse (RNFLE) 
 The main idea of this method, which uses ellipse to restrict 
the feature line. Define 𝑥$., 𝑥N.  as foci of any ellipse like Fig.  

4, and 𝑎o as the ratio between the length of ellipse major axis 
and the length of the center to either focus. 
 

 
The classification decision can be defined as follows: 

1. If the test (𝑥) is inside the ellipse which is shown in 
Fig. 5 , the distance between the tested image and the 
feature line zpqzrq is as follow: 

 
d x, xpqxrq = x − xAtuq ,  

where xAtuq  represents the projection of x on the feature 
line xpqxrq. 

 

 
 

Fig. 3  The metric of the shortest feature line segment 

 
 

Fig. 4  𝑥$., 𝑥N. be foci of the ellipse  

 

 
Fig. 2 The nearest feature line 
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2. If the test (x) is outside the ellipse which is shown in 

Fig. 6, the distance between the test image and the 
feature line is as follow: 

 
d x, xpqxrq = min{ x − xAq , x − xtq },  

 

 
The test image is classified into class CxOPQy 
 

CxOPQy = argmin
q

min
(gAhtgz

d x, xAqxtq 	 ,  

where c = 	1,2,3, … , Nq. 
 
 

E. The nearest and the center of ellipse (NCE) 
 This method uses the center of ellipse to find the distance 
between the tested image and the center. 
 
The ellipse is produced by the three points,	𝑧$., 𝑧N. and 𝑧}., 
which are obtained from the combinations of m distinct points 
taken from the same class. Without loss of generality, set  
	 d(zAq, ztq) 	= 	diam({𝑧$., 𝑧N., 𝑧}.}),	 	

and 
	

diam 𝐴 = max	{𝑑(𝑢, 𝑣)|𝑢, 𝑣 ∈ 𝐴	}.	 	

 
The center (ℎ, 𝑘)	is the midpoint of the 𝑧$. and 𝑧N.,  
	

𝑎.Y]� =
1
2
𝑑(𝑧$., 𝑧N.)	 	

and  
 

𝑏.Y]� =
− 𝑥} − ℎ 𝑠𝑖𝑛 𝜃 + 𝑦} − 𝑘 𝑐𝑜𝑠 𝜃 )

1 −
𝑥} − ℎ 𝑐𝑜𝑠 𝜃 + 𝑦N − 𝑘 𝑠𝑖𝑛 𝜃

)

𝑎.Y]�
)

, 

where 𝑧} = (𝑥}, 𝑦}), 𝑑 𝑢, 𝑣 = 𝑢 − 𝑣
)
, and 

)
 is 

Euclidean distance. 
 

The classification rule can be defined as follows: 
If the tested image (z) is inside an ellipse which is shown in 
Fig. 7 and 𝑧. = ℎ	𝑘 9 is the center of the ellipse, the distance 
between the tested image and the center of the 𝑐$N� ellipse is as 
follows: 
 

	d z, zpqzrqz�
q = z − zq )

.  

 

 
If the tested image (z) is outside any ellipse which is shown in 
Fig. 8, or three points lie on the same line, the distance 
between the tested image and each point in the three points of 
the ellipse is as follows: 
 

d z, zpqzrqz�q = min z − zAq )
, z − ztq

)
, z − z�q )

.  

 
Fig. 5 The tested image inside the ellipse  

 
Fig. 6 The tested image is outside the ellipse  

 
Fig. 7  The tested image inside the ellipse  
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The tested image is classified into the class CO�y, 

𝐶��� = 𝑎𝑟𝑔𝑚𝑖𝑛
.

𝑚𝑖𝑛
(g$hNh�gi

𝑑 𝑧, 𝑧L.𝑧M.𝑧�. |	𝑐 = 1,2,3, … , 𝑁. . 

 

III. THE PROPOSED ALGORITHM 
In this section, we improve a classification based on NCE. 

Firstly, we use the principal component analysis (PCA) [17] to 
find a subset of the principle component in a set of training 
faces. Then we project the faces into the principal components 
space which can be gathered the feature vectors (𝑧$). Finally, 
we use the classification rule for face classification as follows: 
 

The center and foci of an ellipse (CFE) 
For this algorithm, each class needs at least three points. The 
𝑧$., 𝑧N.  and 𝑧}.  are the feature vectors from PCA, which are 

also the three training points from the same class 𝑐, 

 1 ≤ 𝑖 < 𝑗 < 𝑙 < 𝑚, 1 ≤ 𝑐 ≤ 𝑁.: 𝑁.  and 𝑚 are the number 
of the class and the number of images per class, respectively.  

The propose algorithm or CFE based on PCA can be 
elucidated as follows: 
Step 1: Input the training image set and read the tested image.  

Step 2: We use  principal component analysis (PCA) to find a 
subset of the principle component in a set of training faces; 
then we project faces into the principal components space 
which can be gathered the feature vectors 𝑧$.. 
 
Step 3: Produce an ellipse from the three points and the same 
class. Without loss of generality, set 
 

	d(zAq, ztq) 	= 	diam({𝑧$., 𝑧N., 𝑧}.})	 (1) 

 and  
 

diam 𝐴 = max	{𝑑(𝑢, 𝑣)|𝑢, 𝑣 ∈ 𝐴	}.	 (2) 

 
 
 

 The point (ℎ, 𝑘)	is the center of the 𝑧$. and 𝑧N.,   
 

	𝑎.Y]� =
1
2
𝑑(𝑧$., 𝑧N.)	 (3) 

and  
 

𝑏.Y]� =
− 𝑥} − ℎ 𝑠𝑖𝑛 𝜃 + 𝑦} − 𝑘 𝑐𝑜𝑠 𝜃 )

1 −
𝑥} − ℎ 𝑐𝑜𝑠 𝜃 + 𝑦N − 𝑘 𝑠𝑖𝑛 𝜃

)

𝑎.Y]�
)

, 

where 𝑧} = 𝑥}, 𝑦} , 𝑑 𝑢, 𝑣 = 𝑢 − 𝑣
)
, and 

)
 is 

Euclidean distance. 
 
The foci of the ellipse are calculated by 
 

𝐹( =
ℎ
𝑘 − 𝐶 cos 𝜃

sin 𝜃 , 

 

 

	
𝐹) =

ℎ
𝑘 + 𝐶 cos 𝜃

sin 𝜃 , (4)	

where 𝐶 = 𝑎𝑐𝑖𝑗𝑙
2 − 𝑏𝑐𝑖𝑗𝑙

2 		and 𝜃 = arctan
�YX�]
VYXV]

. 

Step 4: Let 𝑧 be the tested image and 𝑍. be the center of the 
ellipse. Without loss of generality, let 𝑎q��  > bq��  and  

 
d z, ellipse	ijl = 𝑑 𝑧, 𝐹( + 𝑑 𝑧, 𝐹) 	.	 (5) 

 
We define the classification rule as follows:  
1). If the tested image is inside the ellipse, that 
is	d z, ellipse	ijl ≤ 2aq�� , (as shown in figure 8), the distance 

between the tested image and the center of the ellipse is as 
follows: 

𝐷 𝑧, 𝑒𝑙𝑙𝑖𝑝𝑠𝑒	𝑖𝑗𝑙 =
𝑑 𝑧, 𝐹( + 𝑑 𝑧, 𝐹) + 𝑑(𝑧, 𝑍.)

3
. (6) 

 
2). If the tested image is outside the ellipse, that 
is	d z, ellipse	ijl > 2aq�� , (as shown in figure 9), or three 

points lie on the same line, the distance between the tested 
image and each point in the three points of the ellipse is as 
follows: 

𝐷 𝑧, 𝑒𝑙𝑙𝑖𝑝𝑠𝑒	𝑖𝑗𝑙 = min{𝑑 𝑧, 𝑧$. , 𝑑 𝑧, 𝑧N. , 𝑑 𝑧, 𝑧}. }. (7) 

 

 

 
 

Fig. 8 The tested image outside the ellipse  
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The tested image is classified into class CCFE 
 

𝐶�Py = argmin
.

min
(g$hNg}gi

𝐷 𝑧, 𝑒𝑙𝑙𝑖𝑝𝑠𝑒	𝑖𝑗𝑙 	 , (8) 

where 𝐶 is the class of the training image. 
 

The recognition rate is calculated by  
 The recognition rate = 	 �Zª	

�«¬«	
×100% (9 ) 

where 𝑁.°  the is number of correct recognition of the tested 

face images and 𝑁0±²0 is the total number of tested images. 

 

IV. EXPERIMENTAL RESULTS 
In this section, we present the experimental results of the 

SFLS, NCE, and the proposed algorithm (CFE). The databases 
are used by Faces94 (female and male staff) and Grimace as in 
[18]. The training image and tested image are transformed as 
column vector and we use PCA for feature extraction. Each 
database is divided into two sets, the training set and the set of 
tested image. The training set is divided into 95%, 90%, 85%, 
…, 60% proportion and the remaining is the set of tested set. 
The recognition rate is shown in Table 1, 2, and 3.  

Table 1 shows the recognition rate of SFLS, NCE, and 
CFE. The recognition rate of CFE is better than others except 
0.60 proportion, NCE is better than the others.  

Table 2 shows the recognition rate of SFLS, NCE, and 

CFE. The recognition rate of SFLS is better than the others 
except .0 85,0.75,0.70 and 0.65 proportions, NCE and CFE are 
better than the SFLS.  

Table 3 shows the recognition rate of SFLS, NCE and CFE. 
The recognition rate of CFE algorithm is better than the others 
except .0 70 proportion, NCE is better than the others.  

 

  

V. CONCLUSIONS 

 
In this paper, we introduce an improved algorithm for face 

recognition system based on PCA by using the center and foci 
of an ellipse which is produced by three points of the same 
class, then the tested image is in class 𝐶�³� when the average 
distance between the tested image and each point in the three 
points of the foci and the center of the ellipse of class 𝐶�³� is 
minimum distance. The proposed method (CFE) tests on the 
faces94 and Grimace databases. The recognition rate is 
compared with the shortest feature line segment (SFLS), and 
the nearest and the center of ellipse (NCE). It is evident that 
the recognition rate of  CFE  is better than the SFLS and NCE. 
Moreover, CFE shows high performance and it has average  
recognition rate over 96.88%, NCE has average  recognition 
rate over 96.61% and the SFLS has average  recognition rate 
over 96.21%. 
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Fig.9  Finding the distance as (6). 

 
Fig.10  Finding the distance as (7). 

Table 1. The recognition rate of Faces94 (female) database 
with various algorithms 

 
Faces94 
(female) The recognition rate (%) 

Proportion SFLS NCE CFE 

0.95 94.74 94.74 94.74 

0.90 92.11 97.37 97.37 

0.85 92.98 94.74 94.74 

0.80 94.74 94.74 96.05 

0.75 93.68 95.79 95.79 

0.70 93.86 94.74 94.74 

0.65 93.23 92.48 94.74 

0.60 92.76 95.39 94.74 
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Table 2. The recognition rate of Faces94 (male staff) database with various algorithms 
 

Faces94 (male staff) The recognition rate (%) 

Proportion SFLS NCE CFE 

0.95 95.00 100 100 

0.90 97.50 97.50 97.50 

0.85 98.33 96.67 96.67 

0.80 98.75 98.75 98.75 

0.75 99.00 97.00 98.00 

0.70 95.00 97.50 96.67 

0.65 94.29 95.71 95.00 

0.60 95.00 97.50 97.50 

 
 

Table 3. The recognition rate of Grimace database with various algorithms 
 

Grimace The recognition rate 

Proportion SFLS NCE CFE 

0.95 94.44 94.44 94.44 

0.90 94.44 97.22 97.22 

0.85 92.59 94.44 96.3 

0.80 98.61 100 100 

0.75 96.67 98.89 98.89 

0.70 96.3 99.07 98.15 

0.65 95.24 96.03 98.41 

0.60 95.83 97.92 98.61 
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