
 

 

 
Abstract—In modern optimization, the CS was firstly proposed 

in 2009 to solve both continuous and combinatorial, single-objective 
and multi-objective optimization problems. It has been accepted and 
widely applied to solve several real-world engineering problems. In 
this paper, the CS is conducted to synthesize the analog controllers 
most commonly used in various control applications, i.e. Lead-Lag 
compensator, PID controller and PIDA controller. In this work, such 
the controllers are considered to be realized by analog electronic 
circuits using only one operational amplifier. The proposed synthesis 
approach can be determined as one of the constrained optimization 
problems. As results, it was found that the CS can effectively 
synthesize Lead-Lag compensator, PID controller, and PIDA 
controller satisfying to the predefined objective and constrained 
functions.   
 

Keywords—Cuckoo search, Lead-Lag compensator, PID 
controller, PIDA controller, Metaheuristics.   

I. INTRODUCTION 
O-DATE, metaheuristic optimization algorithms have 
become more and more popular in engineering 

applications and other optimization problems. This is because 
they rely on rather simple concepts and  easy to implement 
based on randomly searching approach. They do not require 
gradient information and can escape local entrapments. 
Finally, they can be applied in a wide range of problems 
covering different disciplines [1],[2]. By literatures, mostly 
nature-inspired metaheuristic algorithms are developed by 
mimicking biological or physical phenomena. They can be 
grouped in four main categories: (i) evolution-based, (ii) 
physics-based, (iii) bio-swarm-based and (iv) human-based 
metaheuristic algorithms. The most popular evolution-based 
algorithms are Genetic Algorithms (GA) [3] and Differential 
Evolution (DE) [4]. The most well-known physics-based 
algorithms are Simulated Annealing (SA) [5] and Big-Bang 
Big-Crunch (BBBC) [6]. Many bio-swarm-based algorithms 
are most popular, for instance, Particle Swarm Optimization 
(PSO) [7], Ant Colony Optimization (ACO) [8], Bat-inspired 
Algorithm (BA) [9], Firefly Algorithm (FA) [10], Hunting 
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Search (HS) [11], Grey Wolf Optimizer (GWO) [12], Whale 
Optimization Algorithm (WOA) [13] Cuckoo Search (CS) 
[14] and Flower Pollination Algorithm (FPA) [15]. For the 
last group, the most popular human-based algorithms are Tabu 
Search (TS) [16] and Harmony Search (HS) [17]. 

Among those, the CS is one of the most popular and 
efficient for solving both continuous and combinatorial, 
single-objective and multi-objective optimization problems. 
The CS, firstly proposed by Yang and Deb in 2009 [14], 
possesses only two main search parameters for fine 
adjustment. Also, it was proved for the global convergent 
property [18] and successfully applied to many real-world 
engineering problems, for example, wind turbine blades [19], 
antenna arrays [20], power systems [21], travelling salesman 
problem [22], structural optimization problem [23], wireless 
sensor network [24], flow shop scheduling problem [25], job 
shop scheduling problem [26] and control systems [27]. The 
state-of-the-art and its applications of the CS have been 
reviewed and reported [28].  

From our previous work, the CS was applied to synthesize 
an analog PID controller based on only one operational 
amplifier (op-amp) circuit [29]. To extend the frontier of the 
metaheuristics-based synthesis applications, the CS is then 
applied in this paper to synthesize Lead-Lag compensator, 
PID controller and PIDA controller. Such the controllers are 
still realized by using only one op-amp circuit which is more 
complex than using many op-amps. After an introduction is 
presented in section I, the rest of the paper is arranged as 
follows. The CS algorithms, problem formulation, results and 
discussions, and conclusions are given in section II, III, IV 
and V, respectively.   

II. CUCKOO SEARCH ALGORITHMS 
The Cuckoo Search (or CS) was firstly introduced by Yang 

and Deb in 2009 [14] based on an inspiration from the 
brooding parasitism of cuckoo species in nature associated 
with Lévy distribution. From preliminary studies of Yang and 
Deb [14],[30] against well-known benchmark functions to 
perform its effectiveness, it was found that the CS showed 
promising results outperforming GA and PSO. The CS has 
been applied in almost every area and domain of function 
optimization, engineering optimization, image processing, 
scheduling, planning, feature selection, forecasting and real-
world applications [28].  
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In CS algorithms, there are two essential parameters: 
number of cuckoos (n) and a fraction pa denoting the ability of 
host birds that can find the cuckoos’ eggs. New solutions x(t+1) 
for cuckoo i can be generated by Lévy distribution as 
expressed in (1), where a symbol Lévy() represents the Lévy 
distribution having an infinite variance with an infinite mean 
as expressed in (2). The step length s of cuckoo flight can be 
obtained by (3), where u and v stand for normal distribution as 
stated in (4). Standard deviations of u and v are also expressed 
in (5). The CS algorithms can be represented by the flow 
diagram shown in Fig.1.   

 
( 1) ( ) Lévy( )t+ t
i i    x x  (1) 

 
Lévy = , (1 3)u t      (2) 
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u
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Fig. 1 flow diagram of CS algorithms 

 
).0(),.0( 22

vu NvNu    (4) 
 

1,
2]2/)1[(

)2/sin()1(
/1

2/)1( 
















 vu 






  (5) 

III. PROBLEM FORMULATION 
In this section, the problem formulation is proposed. The 

mathematical models of Lead-Lag compensator, PID 
controller and PIDA controller and their correspondingly 
analog electronic circuits using only one op-amp for 
realization are firstly given. Then, the CS-based analog 
controller synthesis is followed. 

A. Lead-Lag Compensator  
In the classical control system, the mathematical 

formulation of the Lead-Lag compensator is expressed by s-
domain transfer function as stated in (6), where Kc is 
compensator gain, T1, T2,  > 1 and  > 1are pole and zero 
factors of compensator.  
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The Lead-Lag compensator employing only one op-amp 

circuit is represented in Fig. 2 [31]. Here, the right-hand side 
op-amp (INV) is uncounted because it stands for an inverting 
amplifier having gain of –1. The transfer function 

)(/)( sEsE io  of the op-amp circuit in Fig. 2 is shown in (7). 
Once comparing (6) and (7), mathematical relations in (8) can 
be performed. 
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B. PID Controller  
The mathematical formulation of the PID controller in a 

form of s-domain transfer function is stated in (9), where Kp, 
Ki and Kd are proportional, integral and derivative gains, 
respectively. 
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Fig. 2 analog lead-lag compensator 
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The PID controller employing only one op-amp circuit is 

represented in Fig. 3 [31]. As the analog Lead-Lag 
compensator in Fig. 2, the right-hand side op-amp (INV) is 
uncounted because it stands for an inverting amplifier having 
gain of –1. The transfer function )(/)( sEsE io  of the circuit 
in Fig. 3 is shown in (10). When comparing (9) and (10), 
mathematical relations in (11) can be obtained. 
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Fig. 3 analog PID controller 
 

C. PIDA Controller  

The mathematical formulation of the PIDA controller in s-
domain transfer function is expressed in (12), where Kp, Ki, Kd 
and Ka are proportional, integral, derivative and accelerated 
gains, respectively. 

 
 

Fig. 4 analog PIDA controller 
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The PIDA controller employing only one op-amp circuit is 

proposed in Fig. 4. As the analog Lead-Lag compensator in 
Fig. 2 and the analog PID controller in Fig. 3, the right-hand 
side op-amp (INV) is uncounted because it stands for an 
inverting amplifier having gain of –1. The transfer function 

)(/)( sEsE io  of the op-amp circuit in Fig. 4 is formulated as 
stated in (13). When comparing (12) and (13), mathematical 
relations in (14) can be provided. 
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D. CS-Based Analog Controller Synthesis  

In this work, Lead-Lag compensator, PID controller and 
PIDA controller are assumed to de already designed. Such the 
controller (or compensator) will be synthesized by using only 
one op-amp circuit. As the constrained optimization problem, 
the objective functions )(f  for the CS-based controller 
synthesis are set for Lead-Lag compensator, PID controller 
and PIDA controller as shown in (15), (17) and (19), 
respectively, for minimization. The normal parameters without 
() are the controllers’ parameters already obtained by the 
particular design methods, while the parameters with () are 
the controllers’ parameters obtained by the CS. The 
constrained functions )(g  for Lead-Lag compensa-tor, PID 
controller and PIDA controller are also set as expressed in 
(16), (18) and (20), respectively, where Rn_min and Rn_max are 
lower and upper bounds of Rn, Ln_min and Ln_max are lower and 
upper bounds of Ln and Cn_min and Cn_max are lower and upper 
bounds of Cn, respectively. All objective functions will be 
minimized to satisfy the correspondingly constrained 
functions by CS’s searching for the appropriate values of Rn, 
Ln and Cn in each circuit.   
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IV. RESULTS AND DISCUSSIONS 
In order to synthesize Lead-Lag compensator, PID 

controller and PIDA controller, the CS algorithms were coded 
by MATLAB version 2017b (License No.#40637337) run on 
Intel(R) Core(TM) i5-3470 CPU@3.60GHz, 4.0GB-RAM.  

The CS parameters are set according to recommendations 
of Yang and Deb [14],[30]: number of cuckoos (n = 40) and a 
fraction pa = 0.2 (or 20%). 50 trials are conducted for all cases 
to find the best solution.  

A. Case-I (Lead-Lag Compensator)  
The ready-designed Lead-Lag compensator is stated in (21) 

[31]. Lower and upper bounds of each element in the circuit 
shown in Fig. 2 are set according to available low-cost 
resistors and capacitors as expressed in (22) which are 
possible to be implemented. The maximum generation 
MaxGen = 50 is then set as the termination criteria (TC) for 
this case. The CS can successfully provide the optimal values 
of R1, R2, R3, R4, C1 and C2 of the analog Lead-Lag 
compensator shown in Fig. 2 as stated in (23) within the 
average search time of 1.3712 sec. The convergent rates of the 
objective function in (15) associated with the constraints in 
(16) of this case proceeded by the CS are depicted in Fig. 5. 
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Fig. 5 convergent rates of case-I over 50 trials 
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B. Case-II (PID Controller)  

The ready-designed PID controller is given in (24) [29]. 
Lower and upper bounds of each element in the circuit shown 
in Fig. 3 are set according to available low-cost resistors and 
capacitors as expressed in (25). The MaxGen = 2,000 is then 
set as the TC for this case. The CS can successfully provide 
the optimal values of R1, R2, C1 and C2 of the analog PID 
controller shown in Fig. 3 as stated in (26) within the average 
search time of 2.5170 sec. The convergent rates of the objective 
function in (17) associated with its constraints in (18) of this 
case proceeded by the CS are plotted in Fig. 6. 
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Fig. 6 convergent rates of case-II over 50 trials 
 

C. Case-III (PIDA Controller)  

The ready-designed PIDA controller is given in (27) [32]. 
Lower and upper bounds of each element in the circuit shown 
in Fig. 4 are set according to available low-cost resistors, 
inductors and capacitors as expressed in (28). The MaxGen = 
500 is then set as the TC for this case. The CS can 
successfully provide the optimal values of R1, R2, L1, L2 and 
C1 of the analog PIDA controller shown in Fig. 4 as stated in 
(29) within the average search time of 0.6523 sec. The 
convergent rates of the objective function in (19) associated 
with its constraints in (20) of this case proceeded by the CS 
are plotted in Fig. 7. 
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Fig. 7 convergent rates of case-III over 50 trials 

V. CONCLUSIONS 
The application of the cuckoo search (CS) to synthesize the 

analog controllers, i.e. Lead-Lag compensator, PID controller 
and PIDA controller, has been proposed in this paper. Such 
the controllers have been assumed to be realized by analog 
electronic circuits using only one operational amplifier (op-
amp). Considered as the constrained optimization problems, it 
was found that the CS could successfully provide the optimal 
values of circuit’s elements to perform the Lead-Lag 
compensator, PID controller and PIDA controller. The 
circuit’s elements, i.e. resistors, inductors and capacitors, 
obtained by the CS are available and possible to implement 
the analog Lead-Lag compensator, PID controller and PIDA 
controller using only one op-amp circuit. This can be noted 
that any ready-designed controller by the particular design 
method can be synthesized to be analog controller by the 
proposed CS-based synthesis framework. 
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