
 

 

  
Abstract—In the round robin (RR) algorithm, the length of the 

static quantum time is difficult to determine, too long or too short is 
not appropriate. If the time slice is too long, the RR algorithm is 
degraded to First Come First Served (FCFS) algorithm. Each process 
is executed in one time slice, resulting in a long response time. If the 
time slice is too short, a user's request will need more time slices to 
process. The number of context switches will increase and the 
response time will be longer. There are still some shortcomings in the 
existing algorithms of dynamic round robin. Therefore, a dynamic 
round robin scheduling algorithm based on median is proposed, which 
is called the Median-based Dynamic Round Robin (MDRR) 
algorithm. The algorithm treats scheduling tasks in ascending order 
according to the size of their burst time. Then the burst time of the next 
task that is adjacent to the median is selected as the quantum time for 
each round scheduling. Each round of scheduling needs to calculate a 
time slice, instead of calculating the time slice for each task, so the 
algorithm complexity is low. The simulation experiment showed that 
the MDRR algorithm can maintain good performance in many cases. It 
has a good balance between the scheduling overhead, system waiting 
time, system performance and fairness. The MDRR has better 
performance than other improved round robin algorithms. 

Keywords—task scheduling, round robin (RR) algorithm, burst 
time, dynamic quantum time.  
 

I. INTRODUCTION 
S modern operating systems allow multiple tasks to 
execute concurrently, the multiple tasks simultaneously 

compete with the CPU. When assigning the CPU to tasks, 
system require try to achieve the minimum turnaround time, 
response time and context switching times, and to ensure the 
fairness of all tasks. The round robin algorithm is widely used 
as one of the most classical fairness scheduling algorithms. In 
practical applications, many systems require multiple tasks to 
run at the same time. For example, in the application of 
detection of dangerous signals, multiple tasks simultaneously 
detect dangerous signals, and these multiple tasks should be run 
at the same time. We can solve the problem with the round 
robin algorithm.  
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In the round robin scheduling algorithm, the size of the 
quantum time has a great impact on system performance. 
However, the size of the quantum time is not easy to set. If the 
quantum time is set too big, the round robin algorithm 
degenerates into the First Come First Served (FCFS) algorithm. 
If the quantum time is set too small, it will cause too many 
times of context switching. Thus it will extend the waiting time 
for short tasks, resulting in increased system overhead. In 
recent years, a lot of research on dynamic quantum time has 
been carried out by many scholars, and they also proposed 
some improved algorithms [1]-[7]. For example, Hu Sai et al. 
proposed the performance models of the round robin algorithm 
and the dynamic round robin algorithm are built by using the 
theory of birth-death process [8]. But the premise of the model 
is that the number of all the tasks in the waiting queue must 
obey the poisson distribution of the parameter "λ", so it does not 
have universal adaptability. The DQRRR algorithm calculates 
the quantum time based on the average of two highest burst 
times and average of two lowest arrival times [9]. The result 
only reduces the number of context switches, the average 
waiting time and average turnaround time increased. The 
DABRR algorithm uses the average of the burst time of all 
tasks as the quantum time, the algorithm is simple, but the 
execution effect is not ideal [10]. By setting two sub-queues, 
Q1 for tasks less than median, Q2 for tasks larger than median. 
the SRDQ algorithm reduced the response time of all the tasks 
and solved the problem of task starvation [11]. But compared 
with the same kind of algorithm, the turnaround time and the 
waiting time of the tasks increased. Moreover, each task needs 
to calculate time slice before scheduling. The algorithm is 
complex and system overhead is large. The SARR algorithm 
calculates the median of all tasks as the quantum time of each 
round, and improved the performance of the round robin 
algorithm [10]. Other improved RR algorithms [1]-[7], [12], 
[13], some are too complex, some have large system overhead, 
some are poor in fairness, and some are easy to lead to the 
starvation of long tasks. These cannot be applied in the practical 
application. Short Job Priority (SJF) scheduling algorithm has 
good performance, but it can easily lead to the starvation of 
long tasks and not timely response to urgent tasks. The FCFS 
algorithm is simple, but the performance is not ideal.  

In modern real-time operating systems, it is necessary to 
reduce the average turnaround time and average waiting time, 
and to meet the fairness requirements of the tasks. Therefore, 
using the advantages of SJF algorithm, FCFS algorithm and RR 
algorithm, we proposed an improved RR algorithm, called 
Median-based Dynamic Round Robin (MDRR). The algorithm 
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focuses on improving the setting of dynamic quantum time. It 
makes a good balance in the overhead, performance and 
fairness of the scheduling. 

 

II. THE PROPOSED ALGORITHM 
Because of the good performance of the SJF scheduling 

algorithm, the MDRR algorithm sorted the tasks in the ready 
queue in ascending order of the task's burst time. By allowing 
shorter tasks to run prioritized, the average waiting time and 
average turnaround time can be reduced as much as possible. 

According to the Median theory, all tasks are sorted in 
ascending order of the task's burst time. This forms an ordered 
ready queue. The value of the variable in the middle of the 
queue is called the median, which is expressed as Me. When the 
number of tasks in a queue is odd number, the variable that is 
located in the middle of the queue is the median. When the 
number of task is an even number, the median is equal to the 
average of the two variables in the middle of the queue. The 
advantage of the median is that it is not affected by big or small 
data. Therefore, it can be used to represent the general level of 
the entire group of data.  

When the task is submitted to the system, it is ordered by the 
size of the burst time, and the index number is marked with the 
subscript i. The sequence of n tasks is represented by using (1). 

 

1 2 3 nx x x x≤ ≤ ≤ ≤L          (1) 

 

where (1 )ix i n≤ ≤  refer to the burst time of task i in the 
ready queue. i and n refer to the index number of the ordered 
task. We calculated Me using (2).  
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We selected the median of burst time in the ready queue as 
the quantum time. If the number of tasks in the queue is even 
number, the median (Me) is equal to the average value of the 
two burst times in the middle position of the queue. That will 
cause the task adjacent to the median to add a round of 
scheduling, so as to increase one task switching and increase 
the total waiting time and turnaround time. Therefore, select the 
time larger than the median as the quantum time. It will reduce 
the number of context switching, turnaround time and waiting 
time. In this paper, the quantum time Qt is the next burst time 
adjacent to the median. The Qt was calculated by using (3). 
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If the number of tasks (we use n here to represent the number 
of tasks.) is even number, we select the burst time of the task 

with index number 1
2
n

+ as the quantum time. If the number of 

tasks is an odd number, we select the burst time of the task with 

index number 3
2

n + as the quantum time. 

A. Algorithm Pseudocode 
 

Algorithm: Proposed Median-based Dynamic Round 
Robin (MDRR) 

ready queue 
iT , 

1 2 3, , , ,i nT T T T T= 

      

iBt = Burst time of 
thi  task 

Qt = Quantum time 
n =  number of tasks in ready queue 

1. Assign (0 )iT i n< ≤ to the ready queue in 
ascending order 

2. while (ready queue != 0) 
3. Sort all tasks in ascending order based on their 

burst time 
4. if ( 0

2
n

≠ ) 

5. 
3

2
nQt x +=  

6. Execute the tasks with same Qt  in the round 
7. else  
8. 

1
2
nQt x

+
=  

9. Execute the tasks with same Qt  in the round 
10. for each Ti  
11. if (

iBt Qt< ) 
12. Execute the task i 
13. Take  Ti out of the ready queue 
14. else 
15. Execute the task Ti  for a time interval up to 1 

Qt  
16.  Insert the remaining tasks into the next round of 

ready queue in ascending order 
17. 

i iBt Bt Qt= −  
18. for next round 
19. Repeat until all 

1 2 3, , , ,i nT T T T T= 

 are 
completed 
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B.  Algorithm Performance Evaluation Index 
Average Turnaround Time (ACT): The time between 

submission of the task and completion of the task is the 
turnaround time. The average turnaround time of n tasks ACT 
was calculated by using f (4). 

 

  
1 1

1 1 ( )
n n

i i i
i i

ACT ACT Ct Art
n n= =

= = −∑ ∑  (4)   

 

Where 
iCt refers to the completion time of task i, 

iArt  refers 
to the arrival time of task i, the turnaround time 

iACT  of task i 
was calculated by using (5). 

i i iACT Ct Art= −        (5)   

Average Waiting Time (AWT):  From the task submitted to 
the system to completed, the total waiting time is called the task 
waiting time AWT. Average waiting time is the average value of 
waiting time of n tasks. The average waiting time AWT was 
calculated by using (6). 

1 1

1 1 ( )
n n

i i i i
i i

AWT AWT Ct Art Bt
n n= =

= = − −∑ ∑     (6) 

Where 
iCt  refers to the completion time of task i, iArt refers 

to the arrival time of task i, iBt  refers to the burst time of task i. 
The waiting time for task i was calculated by using (7). 

i i i iAWT Ct Art Bt= − −  (7) 

Context Switching Times (CST): If using the round robin 
algorithm, CPU is assigned to each task a certain service time. 
When the task is switched, we need save the current state of the 
task and load the next task at the same time, such an operation is 
called one context switch [14]. 

C. Two Examples 
Example 1: If the number of tasks is even number (for 

example, there are 6 tasks), assume the 6 tasks are submitted to 
the system at random at the zero time, as in Table 1. (The time 
unit in this paper is “ms”.) 

Table 1. The tasks submitted randomly at zero time  
Tasks Arrival time (Art)  Burst time (Bt) 

T1 0 12 
T2 0 8 
T3 0 23 
T4 0 10 
T5 0 30 
T6 0 15 

Sort all tasks in the ready queue in ascending order. Each 
ordered task is marked with the index 𝑆𝑆𝑛𝑛 , as in Table 2. 

 

 

Table 2. Even number of tasks in ascending order 
Tasks Arrival 

time (Art) 
Burst time 

(Bt) 
Index (Sn) 

T2 0 8 1 
T4 0 10 2 
T1 0 12 3 
T6 0 15 4 
T3 0 23 5 
T5 0 30 6 

 
If the number of tasks is even number, the index number of 

the quantum time is 61 1 4
2 2nQt
nS = + = + = ,  1 15Qt = . At the 

end of the first round, the task T2, T4, T1, and T6 have been 
completed. The remaining running times of T3 and T5 are 8 and 
15 respectively, they waited for a second round of scheduling, 
as in Table 3. 

 

Table 3. Ready tasks in the second round 
Tasks Remaining  time (Rt) Index (Sn) 

T3 8 1 
T5 15 2 

 
In the second round of scheduling, there are two remaining 

tasks, and the corresponding index are 21 1 2
2 2nQt
nS = + = + =  

and 2 15Qt = . The Gantt chart is shown in Fig.1. 
 

 
Fig. 1. Gantt chart of Example 1 

 

Using Fig.1, we calculated that the number of context 
switching is 7. Using (1), (2), (3), and (4), we calculated the 
waiting time and turnaround time for each task, as in Table 4. 

 

Table 4. Waiting time and turnaround time 
Tasks Arrival 

Time (Art) 
Burst 

Time (Bt) 
Waiting 

Time (Wt) 
Turnaround 
Time (Tt) 

T1 0 12 18 30 
T2 0 8 0 8 
T3 0 23 60 83 
T4 0 10 8 18 
T5 0 30 68 98 
T6 0 15 30 45 

Average   30.7 47.0 
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Example 2: If the number of tasks is odd number (for 
example, there are seven tasks), assume the seven tasks are 
submitted to the system at random at zero time, as in Table 5. 

 

Table 5. Tasks submitted at random at zero time 
Tasks Arrival time (Art) Burst time (Bt) 

T1 0 65 
T2 0 72 
T3 0 50 
T4 0 43 
T5 0 78 
T6 0 20 
T7 0 30 

 
All tasks are sorted in ascending order of burst time. Each 

ordered task is marked with the index 𝑆𝑆𝑛𝑛 , as in Table 6. 

 

Table 6. Odd number of tasks in ascending order  

Tasks Arrival time 
(Art) 

Burst time  
(Bt) Index (Sn) 

T6 0 20 1 
T7 0 30 2 
T4 0 43 3 
T3 0 50 4 
T1 0 65 5 
T2 0 72 6 
T5 0 78 7 

 
If the number of tasks is odd number, the index number of 

the quantum time is 3 7 3 5
2 2nQt

nS + +
= = = , 1 65Qt = . At the 

end of the first round, tasks T6, T7, T4, T3, and T1 have been 
completed. The remaining running time of T2 and T5 are 7 and 
13, respectively. In the second round of scheduling, there are 
two remaining tasks, and the corresponding index number is 

2 2 2 2
2 2nQt

nS + +
= = = , 2 13Qt = . The Gantt chart is shown in 

Fig.2.  
 

 
Fig. 2. Gantt chart of Example 2 

 

Using (1), (2), (3), and (4), we calculated the average waiting 
time and the average turnaround time of the seven tasks, as in 
Table 7. Assume that these seven tasks arrive at the system at 
the same time. Their  burst times  are a random size. 

 
 

 
Table 7. Waiting time and turnaround time 

Tasks Arrival 
Time (Art) 

Burst 
Time (Bt) 

Waiting 
Time (Wt) 

Turnaround 
Time (Tt) 

T1 0 65 143 208 
T2 0 72 208 345 
T3 0 50 93 143 
T4 0 43 50 93 
T5 0 78 280 258 
T6 0 20 0 20 
T7 0 30 20 50 

Average   113.0 160.0 

III. COMPARISION ANALYSIS 
In this paper, the performance of the improved MDRR 

algorithm is verified through simulation experiments. We 
compared with the traditional RR, three improved RR 
algorithms, DQRRR, SARR, and DABRR. In order to compare 
the performance of each scheduling algorithm, we use the three 
indexes of context switching times, average waiting time and 
average turnaround time. A good algorithm should have a 
smaller value. The last column of the following contrast 
diagrams refer to the algorithm MDRR. 

Case 1 (as in [13]): The five tasks arrive at the same time in 
ascending order, as in Table 8. 

 
Table 8. Tasks submitted in ascending order at zero time 

Tasks Arrival time (Art) Burst time (Bt) 
T1 0 40 
T2 0 55 
T3 0 60 
T4 0 90 
T5 0 102 

 
For the tasks in Table 8, five algorithms RR, DQRRR, 

SARR, DABRR and MDRR are scheduled, respectively. Fig.3, 
Fig.4, and Fig.5 showed the results of the comparison between 
the new algorithm MDRR and the other four round robin 
algorithms respectively. 

 

 
Fig. 3. Context switches times submitted in ascending order 
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Fig. 4. Average waiting time submitted in ascending order 

 

  
Fig. 5. Average turnaround time submitted in ascending order 

 

From the contrast results of Fig.3, the number of switching 
times of the improved algorithm MDRR is 5. It obtains the 
minimum context switching times. The rate of improvement for 
the number of context switches is 41%, compared with the 
other four algorithms. It reduces the overhead of the system. 
From the results of Fig.4, the average waiting time of MDRR is 
107. The algorithm MDRR obtains the minimum average 
waiting time. The ratio of improvement of waiting time is 29%, 
compared with the other four algorithms. From the results of 
Fig.5, the algorithm MDRR’s average turnaround time is 176.4. 
The algorithm obtains the minimum average turnaround time. 
The improvement ratio of the average turnaround time of the 
MDRR algorithm is 16%. This shows that the MDRR 
algorithm has better performance, when the five tasks arrive at 
the same time in ascending order. 

Case 2 (as in [13]): If the five tasks are submitted to the 
system in descending order, as in Table 9. 

 

Table 9. Tasks submitted in descending order 
Tasks Arrival time (Art) Burst time (Bt) 

T1 0 105 
T2 0 85 
T3 0 55 
T4 0 43 
T5 0 35 

 
For the tasks in Table 9, five algorithms RR, DQRRR, SARR, 

DABRR and MDRR are scheduled, respectively. Fig.6, Fig.7, 
and Fig.8 showed the results of the comparison between the 
new algorithm MDRR and the other four round robin 
algorithms respectively.  

 
Fig. 6.  Number of context switches submitted in descending order 

 

 
Fig. 7.  Average waiting time submitted in descending order 

 

 
Fig. 8. Average turnaround time submitted in descending order 

 

From the contrast result of Fig.6, the number of switching 
times of the improved algorithm MDRR is 5. It obtains the 
minimum context switching times. The rate of improvement for 
the number of context switches is 41%, compared with the 
other four algorithms. It reduces the overhead of the system. 
From the result of Fig.7, the average waiting time of MDRR is 
92.8. The algorithm MDRR obtains the minimum average 
waiting time. The ratio of improvement of waiting time is 
41.3%, compared with the other four algorithms. The average 
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waiting time of the tasks is reduced, and the response time of 
the tasks becomes shorter. From the result of Fig.8, the 
algorithm MDRR obtains the minimum average turnaround 
time. Its average turnaround time is 157.4. The improvement 
ratio of the average turnaround time of the MDRR algorithm is 
25.7%. So the improved algorithm MDRR obtains better 
performance when all tasks arrive at the system in descending 
order simultaneously. 

Case 3 (as in [12]): If all tasks are submitted to the system at 
the same time in random order, as in Table 10. 

 

Table 10. Tasks with zero arrival and burst time in random order 
Tasks Arrival time (Art) Burst time (Bt) 

T1 0 80 
T2 0 45 
T3 0 62 
T4 0 34 
T5 0 78 

 
For the tasks in Table 10, five algorithms RR, DQRRR, 

SARR, DABRR and MDRR are scheduled, respectively. Fig.9, 
Fig.10, and Fig.11 showed the results of the comparison 
between the new algorithm MDRR and the other four round 
robin algorithms respectively. 

 

 
Fig. 9. Number of context switches submitted in random order 

 

 
Fig. 10.  Average waiting time submitted in random order 

 

 
Fig. 11.  Average turnaround time submitted in random order 

From the contrast result of Fig.9, the number of switching 
times of the improved algorithm MDRR is 5. It obtains the least 
context switching times. The rate of improvement for the 
number of context switches is 41.86%, compared with the other 
four algorithms. It reduces the overhead of the system. From 
the result of Fig.10, the average waiting time of MDRR is 94.6. 
The algorithm MDRR obtains the least average waiting time. 
The ratio of improvement of waiting time is 32.4%, compared 
with the other four algorithms. The average waiting time of the 
tasks is reduced, and the response time of the tasks becomes 
shorter. From the result of Fig.11, the algorithm MDRR obtains 
the lowest average turnaround time. Its average turnaround 
time is 154.4. The improvement ratio of the average turnaround 
time of the MDRR algorithm is 24.09%.  So the improved 
algorithm MDRR obtains better performance when all tasks 
arrive at the system in random order.  

Case 4 (as in [13]): If five tasks are submitted to the system 
in a random order, and the five tasks have different arrival times, 
as in Table 11. 

Table 11. Randomly submitted tasks with different arrival times. 
Tasks Arrival time(Art) Burst time (Bt) 

T1 0 45 
T2 5 90 
T3 8 70 
T4 15 38 
T5 20 55 

 

 
Fig. 12.  Comparison of  context switches  
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Fig. 13.  Comparison of average waiting time 

 

 
Fig. 14.  Comparison of  average turnaround time 

 

For the tasks in Table 11, five algorithms RR, DQRRR, 
SARR, DABRR and MDRR are scheduled, respectively. 
Fig.12, Fig.13, and Fig.14 showed the results of the comparison 
between the new algorithm MDRR and the other four round 
robin algorithms respectively. 

From the contrast result of Fig.12, the number of switching 
times of the improved algorithm MDRR is 5. It obtains the least 
context switching times. The rate of improvement for the 
number of context switches is 37.5%, compared with the other 
four algorithms. It reduces the overhead of the system. From 
the result of Fig.13, the average waiting time of MDRR is 85.2. 
The algorithm MDRR obtains the least average waiting time. 
The ratio of improvement of waiting time is 31.12%, compared 
with the other four algorithms. The average waiting time of the 
tasks is reduced, and the response time of the tasks becomes 
shorter. From the result of Fig.14, the algorithm MDRR obtains 
the lowest average turnaround time. Its average turnaround 
time is 144.8. The improvement ratio of the average turnaround 
time of the MDRR algorithm is 21.0%. 
The experiments showed that the improved algorithm MDRR 
obtained the least number of context switches, the lowest 
average waiting time and the lowest average turnaround time, 
when tasks with different arrival times were submitted to the 
system in random order.  

From the simulations results, it is obvious that new algorithm 

MDRR had achieved a good performance compared to the 
traditional RR, improved DQRR, SARR, and DABRR in 
number of context switches, average waiting time and average 
turnaround time. On the other hand, the experiments  results 
had shown that the dynamic quantum time in task had a good 
impact on improving the performance of the task. We can see 
that RR had a static quantum for all tasks, RR’s quantum time 
did not change from round to round, its performance was poor. 
DQRR, SARR, and DABRR also use dynamic quantum time, 
but their performance were still not ideal compared with 
MDRR. From all of the above, we can surely conclude that the 
method in this paper is reasonable for the selection of dynamic 
time slices. Thus MDRR has relatively better performance. 

IV. CONCLUSION 
In recent years, RR algorithms are increasingly used in 

real-time operating systems. The task scheduling algorithm of 
real-time operation system requires reducing the waiting time 
and turnaround time, reducing overhead and giving 
consideration to fairness on the basis of ensuring time 
constraints.  

In this paper, we proposed an efficient median-based 
dynamic round robin scheduling algorithm (MDRR). The 
quantum time of this paper is the next burst time adjacent to the 
median. The method avoids placing the tasks adjacent to the 
median in the next round of scheduling, reduced the number of 
tasks context switches. The quantum time is dynamic. Each 
round of scheduling needs to calculate a time slice, instead of 
calculating the time slice for each task, so the algorithm 
complexity is low. The MDRR algorithm balances the 
performance, fairness and complexity of the scheduling. 
Simulation experiments showed that the algorithm performs 
well in all kinds of cases. The MDRR algorithm has the 
advantages of better performance, lower overhead and lower 
complexity, compared with the traditional RR and other 
improved round robin scheduling algorithms.  

In the next study, we intend to continue to study the 
calculation method of better task time slice, between static and 
dynamic time slices, a better balance will be found between 
algorithm complexity and response time. We also suggest that 
the MDRR algorithm is applied to embedded real-time system 
μC/OS-Ⅲ. It will be used to improve the scheduling results of 
the same priority tasks in the μC/OS-Ⅲ system. 
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