
 

 

  
Abstract—Cuckoo Search Algorithm as a new group intelligent 

optimization algorithm is developed in recent years. In this paper, the 
algorithm of cuckoo search optimization BP neural network is applied 
to the gearbox fault diagnosis for the first time. The operating states of 
the gearbox include normal operation, gear missing teeth, tooth 
surface wear and gear eccentricity. Meanwhile, in order to reduce the 
interference of noise on the fault identification，the collected vibration 
signal is denoised by using the decomposition and reconstruction to 
wavelet packet. The parameters of BP neural network are optimized by 
the Cuckoo Search Algorithm and used to determine the gearbox fault 
identification. Finally, the recognition results are compared with the 
results of GA - BP neural network and PSO - BP neural network. The 
results show that this algorithm can identify the status of each 
condition and achieve diagnostic recognition in gearbox fault 
diagnosis. Therefore, it not only plays a key role in reducing property 
damage and personal injury caused by equipment damage, but also has 
very important significance for its research in other fault areas. 
 

Keywords—CSA - BP neural network, wavelet packet denoising,   
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I. INTRODUCTION 
In 2009, Yang and Deb proposed a new heuristic called the 

Cuckoo Search Algorithm (CSA)[1]. The algorithm is the 
introduction of some birds' Levi flight mechanism, which 
mimics cuckoo spawning activities. CSA has the advantages of 
simple structure and less control parameters and it is widely 
used in project scheduling[2], engineering optimization[3] and 
solving displacement scheduling problems[4]. According to the 
characteristics and application fields of CSA, the algorithm is 
applied to the fault diagnosis of gearbox for the first time. 

In CSA, let  denote the location of the 
i-th nest in the t-th dimension in the n-dimensional optimization 
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problem. The new nest location is updated by the following 
formula: 

 
 (1) 

 
Where, represents the location of the nest,  

represents the step size factor, symbol represents the 
point-to-point multiplication. represents a random search 
vector produced by the Levi distribution obeying parameter , 
that is: 

 

 (2) 

 
Where, , .  and obey the normal 

distribution, that is: , , 

. 
 represents the optimal nest position stored at time t, and  

 is a standard Gamma function. The variance and mean of the 
probability distribution are unbounded. 

CSA specific operation is as follows: 
(1) Produce a certain number of bird nests and spawn in a 

certain space, and store the best bird's nest at present. 
(2) Update the nest position and spawn by using the formula 

of step size. 
(3) If the host discovers cuckoo's eggs, abandon the nest and 

establish a new nest or accept the updated bird nest. 
(4) Calculate the entire nest every iteration and choose the 

best nest storage. 
(5) Repeat the above process until the cuckoo finds the best 

nest location. 

II. BP NEURAL NETWORK ALGORITHM MODEL 
As shown in Fig.1, it is a structural model of the BP neural 

network[5]. The number of fault types used to test gear 
generation is m, that is, the number of input nodes in BP neural 
network is m, the number of hidden layer nodes is q, the 
number of output nodes is l and the mapping is constructed by 

. 
The input of hidden nodes is: 
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 (3) 

 
Where,  is the connection weight from the input layer to 

the hidden layer,  is the threshold of the hidden layer node. 

 

 
 

Fig. 1. BP neural network structure model 
 
The output of hidden nodes is: 
 

                         

                                    (4) 

 
The output layer node's input is: 
 

                                   

                                    (5) 

 
The output of the output layer node is: 

 

                       

                                    (6) 

 
Where,  represents the connection weight from the hidden 

layer to the output layer and  represents the threshold of the 
output layer. 

III. CSA - BP NEURAL NETWORK ALGORITHM MODEL 
BP neural network algorithm is a mature algorithm model. It 

mainly uses the steepest descent method and gradient descent 
method to constantly modify the weights and thresholds to 

achieve the minimum error. The algorithm has the advantages 
of simple structure, easy to implement, small amount of 
computation and strong parallelism. But it also has the 
disadvantages of low training efficiency, easy to fall into local 
optimum, and slow convergence speed[6]. Therefore, the CSA 
algorithm can be used to optimize the parameters of BP neural 
network to solve the problems of low learning efficiency and 
easy falling into local optimum in BP neural network. 

CSA optimizes BP neural network steps are as follows [7]: 
(1) Initialize the nest number n,  Pa and the maximum 

number of iterations  and other parameters. 
(2) Randomly generate the initial position of a bird's nest: 

. This corresponds to the initial threshold 
and connection weight of BP neural network. BP neural 
network is trained according to the optimized parameter 
training set and the result is predicted. 

(3) According to the prediction result, find out the best bird's 
nest position  and update the nest's position according to 
formula (1) to get the new nest's position. 

(4) Calculate the new nest position, and use the good nest 
position to replace the poor nest position of the previous 
generation to obtain a better nest position . 

(5) Compare r with Pa , keep the nest with smaller Pa in ek 
and update the position of the bigger Pa  nest to get a new set of 
nest positions, And use a good alternative the poor nest location 
in ek to get a better nest position . 

(6) Find the best bird nest in qk. If the maximum number 
of iterations is reached, stop the search and output the best 
position . Otherwise, go back to step (3) and continue to 
optimize. 

(7) The parameters corresponding to the optimal bird nest 
position  are taken as the initial thresholds and weights of 
BP neural network. The training set is trained to establish a gear 
box fault diagnosis model. 

IV. CSA - BP NEURAL NETWORK ALGORITHM FOR GEARBOX 
FAULT DIAGNOSIS 

 
1. Laboratory equipment 
 
Fig.2 shows the gear box power simulation system 

equipment. The gear box power simulation system equipment 
includes: motor, variable frequency controller, gear box, brake 
and other parts. The gearbox power simulation system has 
stable performance, can withstand a certain load impact, and 
has sufficient space to facilitate the replacement and 
installation of gears and the installation of monitoring devices. 
It can simulate many different types of fault conditions and can 
be applied to the dynamics of gearboxes. Analysis, noise 
analysis, vibration analysis, health monitoring and fault 
diagnosis. 
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Fig.2.  Gear box power simulation system equipment 
 

2. Signal acquisition 
 
According to the above-mentioned gear box power 

simulation system equipment, simulate the operating state of 
the gear box under various working conditions, which are the 
normal state, gear missing teeth, tooth surface wear, gear 
eccentricity under the four operating conditions, and under the 
collection of various working conditions experimental data. 

The acquisition signal sensors are set up as shown in Fig. 3. 
#1-#6 are piezoelectric sensors, which are mainly used to 
measure the vibration signal under various working conditions. 
#7 is an acceleration sensor, which is mainly used to measure 
the rotation speed of the gear shaft. 

 

 
 

Fig. 3. Sensors setting 
 

The data collected for each condition is 100 groups. The 
former 90 groups data is as training data and the latter 10 
groups is as testing data. The collection frequency of each 
condition is 2000Hz and the collection point is 1024 points. The 
vibration signals of the collected signal are shown in Fig.4-7. 

 

 
 

Fig. 4. Vibration signal during normal operation 
 

 
 

Fig. 5. Gear teeth missing tooth vibration signal 
 

 
 

Fig. 6. Tooth surface wear vibration signal 
 

 
 

Fig. 7. Eccentric gear vibration signal 
 

3. Signal denoising 
 
(1)Wavelet packet principle 
 
From the multi-resolution analysis of square integral real 

space , the wavelet approximation space expression is 
given as[8]: 

 

)(2 RL
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                (7) 

            
Where,  is the wavelet function space; j is the scale 

factor; is the "orthogonal sum" of the two sub-spaces. 
Equation (1) shows that Hilbert space is decomposed into 
orthogonal sum of wavelet subspace ( ) according to 
different scale factor j. Wavelet packet analysis is further 
subdivided by binary mode to achieve the purpose of 
improving the frequency resolution.  

 
(2)Wavelet packet de-noising process 
 
Wavelet packet de-noising process is as follows[9]: 
①Wavelet packet decomposition of signal. After selecting a 

wavelet and determining the desired decomposition level, the 
signal is wavelet packet decomposed. 
②Determine the optimal wavelet packet basis. For a given 

entropy criterion, compute the optimal tree. 
③Threshold quantization of wavelet packet decomposition 

coefficients. 
④Signal wavelet packet reconstruction. The noise reduction 

coefficient is reconstructed by wavelet packet. 
Through the wavelet packet decomposition and 

reconstruction, de-noising processing of the collected signal is 
finished and the vibration signal decomposition and 
reconstruction of various conditions are shown in Fig.8-15. 

 

 
 

Fig. 8. Wavelet packet decomposition during normal operation 
 

 
 

Fig. 9. Wavelet packet reconstruction during normal operation 
 

 
 

Fig. 10. Wavelet Packet Decomposition with Gear missing tooth 
 

 
 

Fig. 11. Wavelet packet reconstruction with Gear missing tooth 
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Fig. 12. Wavelet packet decomposition with tooth wear 

 
 

Fig. 13. Wavelet packet reconstruction with tooth wear 
 

 
 

Fig. 14. Wavelet packet decomposition with gear eccentricity 

 
 
 

 
 

Fig. 15. Wavelet packet reconstruction with gear eccentricity 
 

4. Select the eigenvalue indicator 
 
The eigenvalues of gearbox fault diagnosis are divided into 

dimension eigenvalue index and dimensionless eigenvalue 
index. In order to avoid the influence of the dimension on the 
eigenvalue index, the selected eigenvalues can be used as the 
basis for the fault diagnosis of the gearbox after the 
normalization. The normalized formula is [10]: 
 

                                  

                                    (8) 

 
Where, is the normalized eigenvalue, is the k-th 

eigenvalue and , are respectively the maximum and 
minimum values of , respectively. 

 
 
The characteristic indexes selected in this paper are the eight 

eigenvalue indexes such as waveform index, peak index and 
pulse index. The normalized training data and test data are 
shown in Table 1 and Table 2. Table 1 is part of the gear 
training data and Table 2 is part of the gear testing data. 
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Table. 1. Part of the gear training data 

 

 
 

Table. 2. Part of the gear testing data  
 

 
 
5. Simulation results analysis 
 
Set parameters of CSA - BP neural network model, which is 

the number of nests ,  and the maximum 
number of iterations . Topology structure of BP 
neural network is 8-8-4, hidden layer transfer function for the 
S-type tangent function is trainsig, the output layer transfer 
function for the S-type logarithm function is logsig and training 
function selection is trainlm. The number of training is 1000, 
learning rate is 0.1 and training target is 0.0001. 

Simulation results are shown in Fig. 16 and Fig. 17. BP 
neural network training iteration diagram shown in Fig. 18. 
 

 
 

Fig. 16. BP neural network predicted results 
 

 
 

Fig. 17. CSA - BP neural network predicted results 
 

 
 

Fig. 18. BP neural network training iteration diagram 
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Using GA - BP neural network algorithm and PSO - BP 

neural network algorithm to judge the fault diagnosis of gearbox, 
the recognition results are shown in Fig.19. and Fig. 20. 
 

 
 

Fig. 19. GA - BP neural network predicted results 
 

 
 

Fig.20. PSO - BP neural network predicted results 
 
The above four kinds of recognition results are compared, as 

shown in Table.3. 
 
 
 
 
 
 
 
 

 
Table. 3.  BP, CSA - BP, GA - BP and PSO - BP recognition results of 

a comprehensive analysis 
 

 
 

Through the analysis of Table 3, it can be seen that the 
accuracy of the recognition of the three algorithms has been 
greatly improved after BP neural network is optimized. 
Although the operating time has increased, but the increase is 
not much, which is 81.07s, 82.72s and 61.21s respectively. 
Comparing the recognition results, we can see that CSA - BP 
neural network algorithm and GA - BP neural network 
algorithm have the same correct rate, but CSA - BP neural 
network algorithm has relatively short running time. PSO - BP 
neural network algorithm running time is short, but the 
recognition accuracy rate is not as good as CSA - BP neural 
network algorithm. Comprehensive comparison of three 
optimization algorithms, we can draw a conclusion that CSA 
-BP neural network algorithm can get a good diagnosis in the 
gear fault as a new method. 

V. CONCLUSION 
Based on the four working conditions of the gearbox and 

BP neural network, this paper builds the algorithm model of 
CSA - BP neural network by using the advantages of CSA 
algorithm such as simple structure, less parameter setting and 
easy implementation. At the same time, combined with wavelet 
packet decomposition and reconstruction methods, the 
collected vibration signals are denoised, and then, carried on 
simulation analysis again. By comparing the result of analysis 
with GA - BP neural network and PSO - BP neural network 
algorithm, CSA - BP neural network algorithm model has good 
fault diagnosis performance. The diagnosis effect of this 
algorithm is accurate, which lays the foundation for timely and 
accurate identification of the fault type of the gearbox. It 
diagnosed the correct rate of 87.5 percent. Meanwhile, it can be 
known from the experiment that the training error is 0.0000254, 
which is less than the target value of 0.0001, which meets the 
forecasting requirements. Therefore, the intelligent algorithm is 
of great significance for reducing property damage and even 
personal injury caused by damage to equipment. At the same 
time, this method also indicates a new research direction for 
other mechanical fault diagnosis. What’s more, it is very 
important to study the algorithm in the field of fault diagnosis. 
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