
 

 

  
Abstract—At present, the accuracy of many algorithms for 

Bayesian network learning under large data sets is not high. In order 
to solve this problem, a Bayesian network structure learning 
algorithm for the feature confidence guidance under the large data 
sets is proposed. The algorithm uses the distributed learning and the 
incremental learning method. At the same time, the improved SEM 
algorithm is used to fill the missing data, enhance the accuracy of 
each batch of data learning, improve the quality of the final network 
model. The experimental results show that the proposed algorithm 
has better quality of learning results, and solves the problem of 
insufficient memory space. The experiment of network traffic 
prediction shows that the proposed algorithm has a high accuracy rate 
of classification prediction. 
 
Keywords—bayesian network learning, feature confidence 
guidance, incremental learning, distributed learning. 

I.  INTRODUCTION 
ith the development of data collection technology and 
data analysis technology, the number of data in the 

world is increasing rapidly, especially the unstructured data, 
including voice, video, image and natural language text. This 
situation brings great challenges to traditional data mining 
algorithms and implementation schemes. The traditional data 
learning method is not suitable for existing large-scale data 
sets. Bayesian network can deal with the problem of big data 
well, and provides a causal information processing method, 
which is widely applied in industrial control and artificial 
intelligence.  

In recent years, many positive efforts have been made in the 
classification prediction and the discovery of potential causal 
relationship, and the corresponding progress has been made. 
Anders L.Madsen et al. describe a new approach to paralleliz- 
ation of the (conditional) independence testing as experiments 
illustrate that is by far the most time consuming step. The 
proposed parallel PC algorithm is evaluated on data sets 
generated at random from five different real-world Bayesian 
networks [1]. Marco Benjumeda et al. show how information 
about the most common queries of multidimensional Bayesian 
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network classifiers affects the complexity of these models. The 
upper bounds are provided for the complexity of the most 
probable explanations and marginals of class variables 
conditioned to an instantiation of all feature variables [2]. This 
paper shows why the consideration of data distribution can 
yield a more effective similarity measure. In addition, the 
current work both introduces a new scalable similarity 
measure based on the posterior distribution of data and 
develops a practical algorithm that learns the proposed 
measure from the data [3]. Santiago Cortijo et al has 
introduced an alternative model called a ctdBN that lies in 
between. It is composed of a “discrete” Bayesian network (BN) 
combined with a set of univariate conditional truncated 
densities modeling the uncertainty over the continuous random 
variables given their discrete counterpart resulting from a 
discretization process [4]. Enrique Castillo et al present several 
new and original contributions to complement the inference 
engine tools of these models to provide new and relevant 
information about safety and backward analysis on one hand, 
and to learn the complex multidimensional joint probabilities 
of all variables, on the other hand [5]. The authors study 
prospects of representing relationships between variable 
groups using Bayesian network structures. They show that for 
dependency structures between groups to be expressible 
exactly, the data have to satisfy the so-called groupwise 
faithfulness assumption [6]. 

These algorithms propose different Bayesian network 
learning schemes, but the accuracy of learning under large data 
sets is not high. In order to solve this problem, a Bayesian 
network structure learning algorithm for the feature 
confidence guidance under the large data sets(FCLDS-LBN) is 
proposed. This algorithm is based on distributed learning, and 
proposes an incremental learning scheme. And it can 
dynamically update the model by the new observation data, so 
as to reduce the calculation cost as more as possible. Firstly, 
the training data is divided into small blocks. Secondly, 
multiple Bayesian network subnets are obtained by using 
block data. Finally, these subnets are classified and predicted 
by the Boosting method. The experiment shows that the 
algorithm is beneficial to learn the Bayesian network with 
better fitting degree. At the same time, the training process of 
Bayesian network is accelerated, and the higher accuracy of 
classification prediction is ensured. 
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II.BASIC KNOWLEDGE 

A.Bayesian network 

B. Learning of Bayesian networks under large data sets 

C.  General strategy of incremental learning in BN 
The most common strategy for incremental learning is that 

data is divided into a number of batches to learn, and each 
batch needs find a network with the greatest posterior 
probability as the initial network for the next batch of data 
learning [12]. 

 
The advantage of this algorithm is that each space cost is 

stable and reasonable, because it only saves the current batch 
data, and the data that has been learned is completely 
abandoned. Its disadvantage is that the network will be locked 
on a network model and lose its adaptability to new data after 
several iterations. Therefore, a batch of candidate networks 
generated by the best network currently learned are used as a 
priori network for the next batch of data learning. At the same 
time, a full statistic is introduced to preserve the information 
that has been learned, so that the network can save more prior 
knowledge and make the later learning network better fit with 
the potential network model. When each batch of data arrives, 
the current batch data is used to update the full statistics. Each 
search must find a network with the highest score from the 
candidate network, and then iterate in order until the algorithm 
converges. 

D.  SEM Algorithm 
Data deletion is a common phenomenon in Bayesian 

network learning, especially for large datasets. In general, the 
missing data is processed by incomplete data, and then 
Bayesian network learning is done on the complete dataset. 
The representative algorithm is the SEM (Structure 
Expectation-Maximization) algorithm. The specific work flow 
is as follows: define Bi= (Gi, θi) and assign i=0 to represent the 
initial state of Bayesian network. After the K iteration, the 
optimal network Bk= (Gk, θk) is obtained. The steps of the ( k + 
1) iteration are as follows: 

Step 1: According to the current optimal network Bk , the 
data set Di is complementing by using the EM algorithm 
(Expectation Maximization algorithm). Finally, the completed 
data set Dit is obtained. 

Step 2: According to the complete dataset Dit, the network 
structure is optimized to get Bk+1. It is expressed in formula 
(2). 

 
),( 111 +++ = kkk GB θ        (2) 

 
The SEM algorithm selects the Bayesian network with the 

highest expected score at every step of optimization. 
According to the best network, the SEM algorithm uses the 
EM algorithm to complement the complete set of data, and 
obtains the expected statistical factors required by the statistics. 
Under some assumptions, the score function can be 
decomposed, and the problem of data missing learning is 
transformed into a complete data set learning Bayesian 
network. The algorithm tries to converge after successive 
iterations on the structure and parameters of the network. To 
some extent, a solution to the problem is proposed, but the 
high probability converges to the local optimal. 

III. DESIGNMENT OF THE ALGORITHM 

A. Distributed learning design scheme 
There are many ways to learn Bayesian network structure 

[13]. In order to improve the quality and efficiency of the algo- 

The Bayesian network(BN) is also called the reliability 
network, which is composed of a Directed Acylic Graph 
(DAG) and a conditional probability table (CPT) [7]. 

The BN model of n random variable X={X1,X2,...,Xn} is a 
two tuple, expressed as B= (Bs, Bp). Bs= (X, E) is a directed 
acyclic graph. Among them, X={X1,X2,...,Xn} are node sets, 
and each node can be regarded as a variable that takes discrete 
or continuous values [8]. E is a set of directed edges. Each 
edge represents a dependency between two nodes. The degree 
of dependency is determined by conditional probability 
parameters. Bs is called the network structure of BN. 

{ }XXXPB iXip i
∈= ∏ ),(        (1) 

In (1), Bp is a set of conditional probability distributions of 
Bayesian network models. ∏ iX  is the set of all parent nodes 

of Bs in Xi, which represents the conditional probability 
distribution of node Xi under the condition of a certain value 
combination of its parent node. This shows that in Bayesian 
network models, the value of nodes depends on the value state 
of their parent nodes [9]. The problem of learning Bayesian 
network is described as: given a set of training instances set 
D={d1, d2,..., dn}, find a match with the best network B. In this 
way, learning Bayesian network problem is transformed into 
optimization problem. 

The real solution to this problem is that heuristic search is 
carried out in the space of possible network formation. The 
key step of search success is that a reasonable scoring function 
is found to guide the search of various network structures [10]. 
Thus, an optimal network with the highest matching degree of 
training data is obtained. 

For the Bayesian network learning under large data sets, the 
general solutions are the batch learning of the large scale data 
sets. There are two common solutions: simple incremental 
learning and maximum posterior probability increment 
learning [11]. 

The first great data set to study the BN learning is Friedman, 
which adds new research to the study of BN. Because of the 
large amount of data, it can not be read into memory at all 
times, and only incremental learning is carried out in batches. 
However, if the data is simply divided into several blocks and 
the information learned is not well preserved, the results are 
often very difficult to satisfy. In the process of incremental 
learning, data can not be directly applied to the classical 
network structure scoring method because the data come in 
batches. More flexible ways should be taken to deal with it.  
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B. Incremental learning scheme 
Increase the amount of learning is a kind of online learning. 

In each iteration, new data samples are received and historical 
data are adjusted. The incremental learning process of the 
FCLDS-LBN algorithm is shown in Fig.1. 

As you can see in Figure 1, in the process of model search, 
the search boundary of a Bayesian network G is maintained. It 
includes a number of networks that can obtain higher scores in 
the designated scoring mechanism. The data set of the 
Bayesian network structure is obtained, which is represented 
as S. 

Then, the newly observed data sample Di is received by the 
collection of S. Next, the FCLDS-LBN algorithm is called to 
find the edge of the high confidence. The Bayesian network 
structure has been continuously updated. The optimal network 
is found by using the scoring mechanism of S, which is 
expressed as G '. At the same time, the update of the Bayesian 
network parameter F and the data set S is completed. 
According to the new parameters, the new network structure is 
obtained, which are expressed as: G and θ. At this point, the 
update of the structure has been completed [14]. 

  
 
 

 
 
 
 
 
 
 

 

C.  Learning of Bayesian networks under the guidance of 
characteristic confidence 

The method of feature confidence guidance is integrated 
into the incremental learning process, which can improve the 
precision of data set learning and get better results. There are 
many confidence methods in the Bayesian network [15]. In the 
FCLDS-LBN algorithm, the confidence of the node sequence 
is used. The probability that the order of the nodes in graph G 
appears in the graph set G* is calculated. The variable G* is 
expressed as: G*={G1, G2, …, Gm}. The sequential relation 
between nodes is represented by a three tuple, which is 
expressed in (3). 

 
〉〈 ρ,,vu         (3) 

 
In (3), the variables u and v represent two nodes. Among 

them, v is the successor node of u, and u is the precursor node 

of v. The variable ρ represent the probability of this edge 
<u,v> appears in graph Gi. In addition, 0 ≤ ρ ≤ 1. When there is 
a sequence relationship between u and v in the graph, it is 
expressed as <u, v, 1.0>. Otherwise, it is represented as <u, v, 
0.0>. In order to improve the learning quality of the graph, a 
threshold k is set. When the variable ρ in  (3) is greater than k, 
the order of the relationship between u and v is identified in the 
network structure [16]. After accessing all three tuples in the 
DAG graph set G*, a node sequence relation set can be 
obtained, which is represented by the variable P. All the 
elements with a confidence degree greater than the threshold K 
are included in the set P. Equation (4) is used to calculate the 
confidence of the node order [17]. 

 

∑
=

=
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In which, the variable m represents the number of graphs in 

rithm, the distributed algorithm structure is used int the 
FCLDS-LBN algorithm. Its process is divided into three 
stages. 

Step 1: The large data D is evenly divided into n blocks. 
Expression is expressed as: D={D1, D2,..., Dn}. The D set is the 
input of the training stage, and the MMHC (Max-Min Hill 
Climbing) algorithm is executed in parallel to learn the 
Bayesian network structure. The learning network structure is 
represented as Gi

*. 
Step 2: According to the MapReduce framework, the  para- 

 llel computing power of MapReduce, the training results of 
the block data can be obtained in a short time. This result is 
expressed as: Di={N1, N2,..., Nn}. Then the network structure 
of the subset is derived.  

Step 3: This stage is mainly the relearning of the subnet. The 
prediction results of subnet are classified two times. The set of 
coefficients is introduced, which is represented as: 
{a1,a2,…,an}. Then the weight of the prediction results of each 
subnet is adjusted. Finally, the final learning results are 
obtained, which are expressed as Di

*={r1, r2,..., rn}. 
 

 
 
 
Fig.1. Incremental learning flow chart under large data 
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G*. When there is a relationship between u and v in the order 
of nodes in figure Gi, ρ is assigned 1.0. Otherwise, ρ is 
assigned 0.0. C(u, v), which is calculated by (3), represents the 
sequential confidence of node u and node v. 

The MMHC(Max-Min Hill Climbing) algorithm uses the 
evaluation mechanism to select a higher network structure, and 
finally obtains an optimal network on the quality and structure 
of the score [18]. The MMHC algorithm is used to solve such 
problems because the search algorithm may cause local 
optimal. The FCLDS-LBN algorithm search strategy is as 
follows. Firstly, the node sequence relation set P is used to 
guide the MMHC algorithm and learn on each batch of data 
sets. Then, the network is updated by using the high 
confidence node sequence relation, which is learned through 
the MMHC algorithm. With this analogy, a better network 
model is finally obtained [19]. 

D.  Generating the best subset of data 
Bootstrapping is a computer simulation method that can 

simulate the actual situation of sampling by multiple 
operations. Through the distributed learning, the Bayesian 
network subnet is obtained to generate the best module size for 
the data by using the Bootstrapping method [20]. A value 
Nsample is set to indicate the number of samples with the 
sampled data placed back. At the same time, Nresample 
represents the number of samples of the sampled data that are 
not placed back. The data set satisfies the  (5): 

 
resampleNsampleNNs

+=
    (5) 

 
A parameter α is introduced to represent the ratio of Nsample 

to Ns. That is to say, α =Nsample/Ns. Then, the  (5) can be written 
as Nsample= (1- α) Ns. In this way, the size Nsample of the sampled 
data is represented as a function of the α. Through adjusting 
the size of α, the proportion of repeated sampling can be 
adjusted [21]. 

IV.  IMPLEMENTATION OF THE FCLDS-LBN ALGORITHM 

A.  Reformative SEM  algorithm 
The phenomenon of data loss is more common in Bayesian 

network learning, especially in large data sets. In general, 
method of filling missing data is used to deal with this problem. 
Then, the whole data set is learned by Bayesian network. The 
SEM(Structure Expectation Maximization) algorithm is the 
most widely used algorithm in this field [22]. However, the 
execution results of this algorithm have a strong dependence 
on the initial parameters. Therefore, a poor initial value will 
lead to an increase in the number of cycles in the learning 
process, and reduce the time performance of the algorithm and 
the learning accuracy of the results [23]. In order to solve this 
problem, the improved SEM algorithm is proposed. The 
algorithm flow is as follows: 

Step 1: The initial value is optimized. The following steps 
are included. 

(1) The data set is set to D, and then the K initial parameter 
values are generated randomly. They are respectively 

expressed as: θ1
0, θ2

0, ..., θk
0. The expected value of the 

likelihood function of θi
0 is calculated by  using (6). 

 

 

)0,|()|,()0|( iLDLXP

L X
LXLDInPiL

i

θθθθ ∑∑=

    

(6) 

In this, the variable DL represents the current set of data, and 
the variable XL represents all the variables. 

(2) The next estimated value is selected by maximizing the 
current expected likelihood function value. The method of 
calculation is shown in  (7). 

 

]0,0,|)|([maxarg1 MiDDPEi θθθ =
       (7) 

According to using (6), k results can be obtained.They are 
represented as:θi

1(i=1, 2,...,k). Among them, argmax () is a 
parameter that has the maximum score. 

(3) In these results, a best value is selected according to ( 8). 
 

),...,2,1()1(maxarg0 kiiQ == θθ     (8) 
 

Step 2: An equation is defined as:Ｂ i＝(Ｇ i,θi), and the 
variable i is assigned to 0.Among them, θ0 is the initial 
parameter obtained by  Equation (8), which indicates the initial 
state of the Bayesian network. 

Step 3: The EM(Expectation Maximization) algorithm is 
used to generate the optimal network Bｋ.It is expressed in (9). 

 
( )kkGkB θ,=    (9) 

 
Accordingly, the data set Di is modified.The modified 

dataset is represented as Dit. 
Step 4: According to the complete data set Dit, the network 

structure is optimized. Bk+1 is obtained by this.The final result 
is obtained by analogy. 

B.  Designment of the FCLDS-LBN algorithm 
The algorithm is described as follows. 
Input: D data sets (batch input), said: D= {D1, D2,... }. 

Threshold K is taken as follows: 1.0, 0.9, 0.8, 0.7. 
 
Output: Bayesian network learning model. 
Step 1: The data subset Di is read. 
 

Step 2: In the data subset Di, k data sets are extracted by 
distributed learning method. It is expressed as: Di*={Di

1, Di
2,... 

Di
k}. 
 

Step 3: According to the MMHC algorithm, the higher 
quality Bayesian network Gij is learned on the Dij data set.  

 

Step 4:  
while Traversing all the graphs in Gij

* 
  while Traversing all three tuples in the Gij  
    Calculate C (u, v) through (4). 
   end while 
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end while 
 

Step 5: The node three tuples greater than the threshold k are 
recorded in the node sequence relationship set P. 

 

Step 6: Combined with the MMHC algorithm, the set P is 
used to guide the learning of Bayesian networks in the data 
subset Di. 

 

Step 7: The final network model B is obtained. 
 
The step 1 to step 5 in the algorithm are sampled for each 

batch of data, and the node sequence relation set P is obtained. 
The six step is Bayesian learning of the sequential confidence 
of the data [24]. After each batch of data is completed, the 
optimal network structure B is used to update the candidate 
network F.  

The time consumption of the FCLDS-LBN algorithm is 
mainly the search process of MMHC and the sequential 
confidence of the nodes. The time complexity of the MMHC 
algorithm is expressed as: Imax*O( ｎ + ｅ ). In this, Imax 
represents the number of iterations, and n and e represent the 
number of nodes and the number of edges. The time 
complexity of the search process of  node sequence confidence 
is O (k*r). Where k is the number of the middle graphs, and r is 
the number of nodes in the graph. That is to say, the time 
complexity of the FCLDS-LBN algorithm is expressed as: 
Imax*(O (n+e)+ O (n+r)). It can be seen that the storage space 
has increased. However, a slight increase in storage space for 
better solutions is acceptable in most cases [25]. 

 

  V.  VERIFICATION OF THE ALGORITHM 

The hardware environment used in the experiment is 
Lenovo-RD650, and the specific configuration is as follows: 

CPU model: Xeon E5-2650 V3. 
Memory capacity: 128G. 
Operating system: Linux. 
The data used for the test comes from http://www. 

norsys.com. According to the probability distribution map of   
ALARM network, the experimental data sets are obtained, 
which are 10 groups. Each group contains a set of training data 
sets with 10000 records and a test data set of 1000 records. At 
the same time, in order to test the processing ability of 
abnormal data, the data sets used in the training are randomly 
generated from abnormal data, about 5% to 10%. The result of 
the experiment is taken the average value of each set of data 
sets [26]. The K2 algorithm and the IBN - M algorithm are 
very widely used in practical applications. In order to test the 
actual effect of the algorithm, these two algorithms are used 
for comparison. 

A.  Comparison of data fitting degree 
The network model is analyzed from the view point of data 

fitting. The test is represented by the relative value. The 
contrast results are shown in Table 1. 

 

Table 1. Comparison table of data fitting degree 
Algorithm K2 IBN-M FCLDS-LBN 

Confidence level - - 0.7                      0.8 0.9 1.0 

1 -4.7258 -4.7369 -4.6395   -4.6251  -4.6192  -4.6426 

2 -4.7223 -4.7205 -4.6261  -4.6193   -4.6128  -4.6186 

3 -4.5739 -4.6337 -4.6235    -4.6128  -4.5905 -4.6151 

4 -4.6103 -4.6209 -4.6021  -4.6032  -4.5562    -4.5925 

5 -4.6012 -4.6112 -4.6028    -4.5728 -4.5325   -4.5905 

6 -4.5663 -4.5698 -4.5762    -4.5605  -4.5213  -4.5569 

7 -4.5623 -4.5591 -4.5411   -4.5412  -4.5105   -4.5256 

8 -4.5312 -4.5523 -4.5423  -4.5368   -4.5021   -4.5351 

9 -4.5418 -4.5426 -4.5402     -4.5289 -4.4962  -4.5262 

10 -4.5271 -4.5293 -4.5363 -4.5318 -4.4921  -4.5198 

 
 
As can be seen from Table 1, in general, the FCLDS-LBN 

algorithm is better than the other two algorithms in data fitting 
degress. When the confidence level is 0.9, the data fitting 
degree of  the FCLDS-LBN algorithm is -4.4921, which is 
greater than the result of K2 algorithm, and is also larger than 
that of IBN-M algorithm. This shows that the network model 
learned by the FCLDS-LBN algorithm is better than the K2 
algorithm and the IBN-M algorithm in data fitting [27]. 

B.  Performance comparison 
The performance of the three algorithms is tested, and the 

results of the experiment take the average of each set of data 
sets [28]. The comparison results are shown in Fig.2. 

As can be seen from Figure 2, the accuracy of the three 
algorithms is not high when the number of samples is 500. The 
reason is that when the number of samples is less, it is difficult 
to determine the dependence between attributes through a data 
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set [29]. As the number of samples increases, the accuracy of 
the K2 algorithm is gradually improved. The IBN-M algorithm  
is unstable. When the number of samples is 2000, 3000 and 
4000, the accuracy is lower than the K2 algorithm. 

 

 

In other cases, the number of samples is higher than the K2 
algorithm. The FCLDS-LBN algorithm, compared with the 
other two algorithms, has a steady improvement in accuracy. 
Therefore, the FCLDS-LBN algorithm can get a more accurate 
network structure. 

C.  Comparison of network learning results 

The results of the three algorithms are compared. The 
number of sampling times is n=100, and the confidence is 
k={0.7, 0.8, 0.9, 1.0}. The results are shown in Table 2. 

It can be seen from Table 2 that the FCLDS-LBN algorithm 
learns 43, 46, 52, and 46 copies three tuples at confidence 
levels 0.7, 0.8, 0.9, and 1.0 when the data is completed. 

Fig.2. Performance comparison of algorithms 
 

Table 2. Comparison of network structure obtained by learning 
 

Algorithm Confidence 
level 

1 2 3 4 5 6 7 8 9 10 

K2 - 26 29 28 26 28 28 32 33 35 36 

IBN-M - 26 27 25 26 27 31 31 35 37 35 

FCLDS-LBN 

0.7 
0.8 
0.9 
1.0 

30 
31 
36 
31 

32 
36 
37 
34 

37 
41 
40 
36 

36 
38 
44 
39 

42 
45 
46 
40 

41 
46 
46 
42 

42 
45 
48 
45 

43 
45 
51 
46 

45 
47 
51 
47 

43 
46 
52 
46 

 
 

 

 At this point, the K2 algorithm learned 36 three tuples, 
while the IBN-M algorithm learned 35 three tuples. This 
shows that the FCLDS-LBN algorithm has higher network 
architecture than the K2 algorithm and the IBN-M algorithm 
[30]. In terms of convergence speed, the FCLDS-LBN 
algorithm, which has node sequence confidence, can find 
better quality network faster, while IBN-M algorithm and K2 
algorithm are inferior. 

D.  Storage space contrast 
The storage consumption space is compared as shown in Fig. 

3. It can be seen from Fig. 3 that the FCLDS-LBN algorithm 
takes up a moderate amount of memory. In comparison, the 
IBN-M algorithm takes up less memory. The reason is that the 
FCLDS-LBN algorithm includes the node sequence 
confidence. The FCLDS-LBN algorithm takes a little less 
space than the K2 algorithm, the reason is that the K2 
algorithm uses the greedy search processing model. After the 
learning of some batch data, the memory space is not up and 
down. 

Although the proposed algorithm accounts have more 
memory space, it is within the acceptable range. 

To sum up, the FCLDS-LBN algorithm is excellent in data 
fitting degree, algorithm performance, network structure 

learning and data analysis and prediction ability [32]. 
Furthermore, the FCLDS-LBN algorithm pays more attention 
to the quality and accuracy of each set of subsets of data. This 
helps to eventually build a better network of quality. 

 

 
 

Fig.3. Storage space comparison 
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VI. APPLICATION OF THE ALGORITHM 

A.  Test case 
In order to test the analysis ability of the algorithm on the 

data set, the three algorithms are compared from the aspect of 
prediction accuracy [31]. The gateway log files of the school 
network center are analyzed. The data is counted every 5 
minutes, and the current time are written in the log at the same 
time. Every day, about 3900000 data are written to the log file. 
The occupied storage space is about 810M. The data used in 
the test is 5 days' log information. The network access traffic is 
predicted based on the network structure and parameters.  

The data recorded in the log follow the rules:  
Rule 1：SSL encryption technology is used to encrypt user 

ID and user IP address.  
Rule 2：the user's IP address is represented by a string of 4 

decimal digits.  
Rule 3：the number of bytes is used to express network 

traffic. 

B.  Test result 
In order to test the ability of the algorithm to analyze the 

data set, the prediction of the three algorithms is compared by 
the prediction accuracy. The test results are shown as Table 3. 
From table 3, it can be seen that the K2 algorithm has 5 days of 
traffic prediction, and the accuracy rates are 51.26%, 56.37%, 
57.68%, 56.85% and 57.26% respectively. The IBN-M 
algorithm is used to predict the traffic flow for 5 days. The 
accuracy rate is 52.93%, 61.28%, 60.75%, 61.83% and 
61.59%. In sharp contrast, the FCLDS-LBN algorithm also 
performs 5 days of traffic prediction, with an accuracy rate of 
62.98%, 65.13%, 68.39%, 69.86% and 70.95%. Obviously, 
the prediction accuracy of FCLDS-LBN algorithm is the 
highest, and the accuracy of prediction can reach over 70%. 
Moreover, with the increase of data volume, the prediction 
accuracy is higher. This is because the data learned have been 
used to predict network traffic.  

 
 

Table 3. Comparison of prediction accuracy of network access traffic 
 First day Second day Third day Forth day Fifth Day 

K2 51.26% 56.37% 57.68% 56.85% 57.26% 

IBN-M 52.93% 61.28% 60.75% 61.83% 61.59% 

FCLDS-LBN 62.98% 65.13% 68.39% 69.86% 70.95% 

 
It also shows that in the case of large scale data sets, the 

performance of FCLDS-LBN algorithm in Bayesian network 
learning is valid, and it has certain guiding significance for 
practical application. At the same time, the experimental 
results also show that in the aspect of Bayesian network 
learning, data should inspire each other and complement each 
other, so that a better network model can be obtained. 

VII.  CONCLUSION 
In order to solve the problem of Bayesian network learning 

in large data sets, the FCLDS-LBN algorithm is proposed. 
First, the confidence-directed learning strategy is integrated 
into incremental learning. It enhances the learning accuracy of 
data structure of every batch data under large data sets, 
guarantees the quality of learning, and reduces the final 
network accuracy caused by cumulative error margin. Then, 
the improved SEM algorithm is used to complete missing data. 
The efficiency and the precision of learning are improved. The 
experimental results show that the FCLDS-LBN algorithm is 
superior to the K2 algorithm and the IBN-M algorithm in the 
network structure, the data fitting degree and the data analysis 
and prediction ability. The FCLDS-LBN algorithm can learn a 
relatively accurate network model, and the result of learning is 
more accurate. The result of network traffic prediction shows 
that the proposed algorithm has a good use value. In the 
learning process of Bayesian network in large data sets, some 
statistics are thrown away as the network structure changes. 
And the statistics thrown aside will still have an impact on the 

subsequent Bayesian network learning. This is the next step 
that needs further study. 
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