
 

 

  

Abstract—Considering the current situation that the system 
Health index of beer filling production line is hard to assess, quantify 
and predict, a prediction method of system health status based on the 
support vector machine(SVM) is proposed. Based on the principle of 
information entropy, through the big data analysis method, this paper 
quantitatively analyzes the behavior patterns and correlations between 
the internal attributes of the system, and calculates the real-time Health 
index of the production line system. The SVM method is used to 
predict the future bearing capacity of the production line, and the cross 
validation method and genetic algorithm are used to optimize the 
parameters (c and g) of SVM, and to construct the prediction model of 
Health index of filling production line. Finally, the simulation 
experiment is made to verify this method. The results show that this 
method is correct and feasible. By using this model, the prediction 
accuracy of the Health index of the filling production line can reach 
0.9254, which can better guide production process improvement, 
equipment maintenance and production scheduling, and provide 
strategic support for scientific assessment and energy saving 
optimization of filling production line. 
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I. INTRODUCTION 

BEER filling is the main link of beer production. The system 

has a large scale and more and more equipment. There is a 
complex coupling relationship within the system, so its 
reliability is difficult to be guaranteed. Once the failure occurs, 
the loss of the equipment shutdown will be very large. The 
efficiency of the beer filling production line is difficult to have 
a reasonable and scientific evaluation and quantitative method, 
so it is more difficult to predict the health index of the 
production line in the future. At present, the commonly used 
method of beer enterprises is the calculation method of KPI 
parameters. Its rules are simple and their adaptability is not 
strong. In view of the above problems, this paper collects the 
real-time comprehensive information, such as the energy 
consumption, real-time production, liquor wastage and key 
performance indicator (KPI) in beer filling production. Based 
on the principle of information entropy, the calculation and 
quantification method of health index of filling production line 
is established. According to the historical Health index data, the 
SVM method is applied to predict the future health index of 
equipment to form a new method for evaluating and predicting 
the operation of the all-directional beer filling production line.  

At present, scholars at home and abroad study on the health 
status assessment of complex systems from the point of view of 
monitoring data [1], review on fault prognostic methods based 
on uncertainty [2], a fault prognosis method using Bayesian 
network [3-4] and failure rate forecasting method based on 
neural networks. These methods are used to analyze the system 
health by modeling the system directly. If we want to 
comprehensively monitor the operation of large complex 
equipment and ensure efficiency and safety and 
maintainability, then maintenance strategy should be 
transformed from traditional abnormal state monitoring to 
health management [7]. For example, the U.S. military is 
proposed Prognostics and health management (PHM) [8], 
operational risk assessment based on health and importance 
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indexes for distribution network[9] and fault set classification 
method for power system reliability evaluation[10]. The core 
idea is to integrate data with intelligent algorithm based on the 
least number of sensor data, so as to realize the prediction and 
health monitoring of faults. 

The information entropy theory is used to make the 
correlation mining for production data to calculate the heath 
degree of the production line. Data mining technology can 
show the unknown rules in a large amount of information, so it 
has more and more applications in the complex production 
environment. In complex production systems, there will be 
some fixed behavior patterns in the production link, equipment 
and operation state. All behavior patterns interweave together 
to form the running state and production capacity of the 
production system. Through data mining technology, we can 
accurately analyze the interaction relationship between 
behavior pattern attributes. Using reasonable association rules 
and scientific quantitative standards, the operation reliability 
and Health index of the system can be evaluated scientifically. 
This paper uses information entropy based correlation 
information to analyze and quantify the health index.  

II. CALCULATION THEORY OF HEALTH INDEX 

A. Data Selection 
The sliding window model is used to collect data and obtain 

some new data for analysis. All the data to be processed is 
expressed in the form of a two-dimensional matrix with 
attributes and values as coordinates.  

B. The Construction of Pattern Diagram and the Selection 
of Evaluation Precision 

The behavior patterns of variables in the data should be 
determined. In N variables, two variables are taken as the X 
axis (the base attribute) and the Y axis (the reference attribute) 
and they are taken as a behavior pattern. N (N-1) behavior 
patterns can be obtained by pairwise permutation and 
combination. The collected continuous variables are discretized 
by means of constant width segmentation method. The constant 
width segmentation area is the sub pattern of the behavior 
patterns. The interval number (EP) (value is 5-9) is the 
assessment accuracy. The associated information of all 
subpatterns is added together, and it is taken as the associated 
information of this behavior pattern. The associated 
information of all patterns is integrated together, and it is taken 
as the running properties of the system at this time.  

C. Association Rules and Minimum Confidence 
When calculating the associated information, we need to cal

culate the basic quantity of quantity—minimum confidence an
d minimum support. It reflects the extent to which the Y axis p
roperty is disturbed when the X axis property changes. Satisfyi
ng minimum confidence indicates that the system has enough 

possibility to fall into this state during the operation. Satisfying
 the minimum support indicates that when it is disturbed, the sy
stem state has enough possibility to change to another state aft
er being disturbed.  

Calculation formula is min_con=2/EP min_SUP=2/EP. 

D. Quantification of Evaluation Attributes 
If you want to know the strength of the association, you need 

to quantify the association rules. Generally, entropy is used to 
describe the degree of disorder of the rule of the system. In this 
paper, the definition of the strong and weak entropy which is 
used to describe the association rules is as follows, 

( ) ( )
n

i 1
( ) logi s iH X p x p x

=

= −∑                                         (1) 

Among them, is the probability that the X value is equal 

to ix , i=1,2,…, n. The unit of the information entropy is related 
to the s in (1). Here s=e is taken, then the information entropy 
unit is nat. 

Mutual information, as a measure of the degree of 
association between two variables, is defined as 

( ) ( ) ( ) ( ), ,I X Y H X H Y H X Y= + −                                  (2) 

Finally, the generalized correlation function Rg is used to 
quantify the correlation relationship, and describe the strength 
and weakness of the association property. The value of Rg is 
(0-1). The stronger the correlation between X and Y, the closer 
the Rg to 1.  

( )
( ) ( )YHXH

YXIR ,
g =                                                                  (3)  

E. Synthesis of System Health index 
For a certain pattern, its Health index is the sum of the 

products of each sub pattern and confidence, that is, 
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Among them jiR , is the generalized correlation coefficient of 

the cell (i, j) mining the subpattern area. indicates that 
this calculation is located in the coordinate system of Ax and Ay. 

The health index of the whole system is the association 
relationship of all behavior patterns of all variables pairwise 
permutation, that is the set of the Health index. The systems of 
the N variables can get N*(N-1) patterns at most. The formula 
of system health index is: 

( )ixp

yAAC ,x
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F. Rationality Analysis of the Calculation Method of Health 
Index 

The key performance indicators (KPI) of the production 
Health index of traditional assessment filling line are the total 
asset utilization ratio, the line gross output rate, the total 
equipment utilization rate and the line efficiency. The effects of 
energy consumption and beer consumption on the production 
Health index are not considered, and the indexes are 
unscientific and incomplete. The evaluation method in this 
paper takes the 7 variables of unit energy consumption, liquor 
wastage, unit output and 4 KPI parameters as the mining 
reference variables. Energy consumption, liquor wastage and 
output data are derived from the energy management system, 
and KPI data is derived from the control system of the filling 
workshop. The 7 variable data curve of the first filling line of a 
beer production plant in the 30 days of June 2016 is shown in 
Fig1. 

 
Fig. 1. The seven variable data samples for 30 days in June 2016 

 

After normalizing the data samples, 42 pattern diagrams 
about 7 variables are set up, and the accuracy is 7. The original 
Health index of the system is calculated by formula (5). In 
actual production, the lower the energy consumption and the 
liquor wastage, the higher the efficiency. And the higher the 
other variables, the higher the efficiency of the production line. 
Therefore, after normalizing the variable, reverse processing is 
carried out for 5 variables except energy consumption and 
liquor wastage. To verify the practicability of the method, one 
of the variables is adjusted each time. The Health index after 
the adjustment of the system data is calculated by the formula 
(5), and the results are shown in Table 1. 

 

Table 1 Comparison table of change of equipment Health index 

 Health index 
of the original 

month 

Health index 
after adjusting 

parameters 

Percentage of 
changes of the 
Health index 

Total asset 
utilization 

ratio (Raise 
50%) 

70.813 73.129 3.27% 

Line gross 
output rate 

(Raise 50%) 

70.813 72.702 2.67% 

Total 
equipment 
utilization 

rate  

(Raise 50%) 

70.813 73.299 3.51% 

Line 
efficiency 

(Raise 50%) 

70.813 80.762 14.05% 

Output  

(Raise50%) 

70.813 71.471 0.93% 

Energy 
consumption 

(Reduce 

50%) 

70.813 74.964 5.86% 

Liquor 
wastage 

(Reduce 

50%) 

70.813 81.220 14.70% 

 

From Table 1, we can see that the liquor wastage has the 
greatest impact on the Health index of the production line, and 
in KPI parameters, the line efficiency has the greatest impact on 
the Health index, and its change rule is consistent with the 
actual production assessment index. Using this method, we 
calculate the daily Health index of 7 variables in the new 
production line and old production line of a factory filling 
workshop in June and November 2016 by hourly sampling 
interval. The operation Health index of new and old production 
lines in June is shown in Fig.2. In June, the average Health 
index was 39.877 and 26.788 respectively. The operation 
Health index of new and old production lines in November is 
shown in Fig.3. In November, the average Health index was 
20.23 and 17.01 respectively. 
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Fig .2. The Health index of the two production lines in June 

 

Fig. 3. The Health index of the two production lines in November 

 

According to Fig.2 and 3, in November, the new production 
equipment had large output, less downtime, less liquor wastage, 
good heat preservation and less energy consumption. June is 
the peak production season. The equipment continuous running 
time is long, the ambient temperature is high, the KPI 
parameter is good, and the production efficiency is high. 
November is the off-season, so the production is intermittent. 
The Health index of the production line in June was better than 
that in November. The comparison between theoretical analysis 
and actual production condition shows that this set of analysis 
plan is reasonable and accurate, and the Health index of 
production line is quantified, which has certain reference value. 

III. HEALTH INDEX PREDICTION OF PRODUCTION CONDITION 

In production, monitoring the Health index of equipment in 
real time is very important to the production guidance. 
However, managers prefer to use historical production 
efficiency information to predict the equipment health status of 
the next production cycle. It will play a greater role in 

production scheduling, equipment maintenance and energy 
conservation. In this paper, a support vector machine model 
with parameter optimization is used to predict the future health 
status of the production line. 

A. SVM Prediction Method 
Support vector machine (SVM) is an approximate 

implementation of structural risk minimization. It has good 
nonlinear mapping ability and can overcome the inherent 
problem of neural network “dimension disaster”. It has good 
application effect under the condition of small sample, and its 
main idea is: 

Give l independent identically distributed training sample

1 1 2 2( , ), ( , ), ( , )l lx y x y x y , li ,,2,1 = , m
i Rx ∈  is the input of 

the m-dimensional training sample, Ryi ∈ is the output of the 
training sample. SVM seeks an optimal function 

( ) ( , ) , ,nf x x b R b Rω ω= + ∈ ∈                                       (6) 

The optimal decision function is obtained: 
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In formula (7), bii ,, ∗αα  quadratic programming problem is 
obtained, that is the dual problem of solving the optimization 
problem. 
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In formula (8), ε is an insensitive loss function that 
represents the absolute error limit of the predictive value of the 
support vector machine. 

The constraint condition is as follows 

1
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By solving the above problems, the fitting function is finally 
obtained. 

( ) bxxKWxf i

n

i
i += ∑

=

),(
1

                                       (10) 

In formula (10), ),(),( ii xxxxK = is a kernel function that 
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satisfies the Mercer condition, )( ∗−= iiiW αα is the support 

vector coefficient, ix is the support vector, x is the sample to 
be predicted, n is the number of support vector, b is the 
constant. 

B. Health index Prediction of Production Status 
In the Matlab 7.11.0 development environment, time is taken 

as input, Health index is taken as output. According to the 
formula (5), the data of filling production line of June in 
2014-2016(except  the shutdown period) is used to calculate the 
Health index. We take the sample once an hour and calculate 
the Health index of the effective production date by day. There 
are 65 sets of sample data, which are divided into training set 
(40 groups) and test set (25 groups). The radial basis function 
(RBF) kernel function 

( ) ( )2exp, ii xxgxxK −−= )0( >g                                 (11) 

It is used as the kernel function of SVM. Cross validation’s 
grid-search and genetic algorithm are used to optimize 
parameters (penalty parameter c and RBF function’s span 
coefficient g), which are respectively called K-SVM and 
GA-SVM prediction methods. The decision function of SVM is 
used as the predictive function of the Health index. The fitting 
curve of the training set is shown in Fig.4.  

 

 

Fig .4. SVM model fitting curve                       

C. Verification Results and Performance Analysis 
In order to verify the practicability of the SVM algorithm for 

Health index prediction, two decision functions of the K-SVM 
and GA-SVM algorithms obtained above are used to predict the 
test set. The fitting curve of the test set is shown in Fig.5.  

 

Fig .5. Test set fitting curve graph 

 

After repeated simulation experiments, the performance 
indexes of SVM modeling of two optimization methods listed 
in Table 2 are respectively the optimal parameters (c and g), 
normalized mean square error (MSE) and correlation 
coefficient R. 

 

 

 

 

Table. 2. Performance comparison of two methods 

Performance 
Method 

K-SVM GA-SVM 

Optimal parameters 
c= 13.4543 

g=0.25 

c= 31.4553 

g = 1.9159 

MSE 0.1287 0.0534 

R 82.45% 0.9254 

    

From Fig.5 and Table 2, it can be known that when the 
GA-SVM prediction method is used, c= 31.4553 and g = 
1.9159, the MSE of the test set is 0.0534, and the 
autocorrelation coefficient is 0.9254, indicating that the 
prediction accuracy of this model for the Health index of the 
filling production line reaches 92.54%, and it meets the 
requirements of the actual production guidance precision. 
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IV. CONCLUSION 

According to the actual demand of beer filling production 
line, the energy consumption, product yield, liquor wastage and 
KPI operation parameters in beer filling production are used as 
the raw data to measure the Health index of the system. The 
information entropy principle is used to evaluate the behavior 
patterns of many variables and the degree of attribute 
correlation in the information. The Health index of the 
quantified system is analyzed statistically, and the results are in 
conformity with the actual production. According to the 
historical Health index, the SVM algorithm is used to predict 
the health status of the production line in the next production 
cycle, achieve the prediction of the operation capacity of the 
production line, and guide the process improvement, equipment 
maintenance and production scheduling.  
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