
 

 

  
Abstract—A new method of redundant packet formation for data 

transmission in global networks, as well as a technology of their 
usage for the retrieval of lost and damaged data packets is proposed. 
Technical justification of the proposed method is given. The 
developed technologies are illustrated via examples. It is proved that 
the proposed method can increase the reliability of data transmission 
in global networks. 
 

Keywords— erasure codes, reconstruction packet in 
network, linear codes.  

I. INTRODUCTION 
VER the last decade, in all areas of human activity, there 
has been a steadily upward trend in Internet dominance in 

the field of information processing. In particular, there is a 
clearly visible gradual replacement of traditional television 
and a change of the way of operation of telephone 
communication with the technology of global networks.  In 
addition, the process of expanding the Internet to new areas of 
application continues. 

The technological breakthrough, caused by the emergence 
of cheap radio modems, has led to widespread usage of the 
Internet as a tool for data transmission in remote control 
systems and real-world objects management in real time [1].  
The usage of the Internet in real-time systems puts forward 
qualitatively more strict requirements for the efficiency and 
reliability of data transmission. This means that the specificity 
of a particular task of applying a global network technology 
determines the critical time limit, to which the receiver must 
obtain information. Internet technology provides the transfer 
of information by packets by different routes depending on 
traffic.  Accordingly, packets of an information message can 
be delivered at different times. One way to ensure a given 
efficiency of data delivery through a global network is to use 
redundant packets that are sent via different routes in order to 
reconstruct those that are late, thus achieving reception of the 
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entire information message before the deadline.  This requires 
the creation of an effective technology for the formation of 
redundant packets and the development of recommendations 
for determining their number. 

One of the priority areas for the development of global 
networks is the usage expansion of peer-to-peer technologies 
[2], [14].  This technology provides the connection at a logical 
level of a certain set of physical network devices.  In addition, 
it allows the nodes of the network function flexibly, that is, 
they can act as both receivers and transmitters. This provides 
the opportunity to reduce duplication of broadcast information 
transmission and, accordingly, reduce traffic on global 
network. Data transmission through non-controlling device 
systems requires reconfiguration with every exclusion of each 
one of them.  On the other hand, such an uncontrolled 
shutdown of the device, which in fact plays the role of the 
server and through which the data transfer is carried out, can 
lead to loss of part of the packets. 

 A possible solution to this problem is to use redundant 
packets that are transmitted over the main network and 
provide the ability to reconstruct lost packets. 

 Thus, the scientific task of increasing the efficiency of 
redundancy and reconstruction of data transmitted over global 
networks is relevant in the context of the modern stage of 
development of computer and network technologies. 

II. A REVIEW AND ANALYSIS OF KNOWN TECHNOLOGY FOR 
TROUBLESHOOTING NETWORK ERRORS  

The problem of the data transmission reliability in global 
networks has a leading place in network technologies since the 
very beginning of their development. Dealing with data 
transmission errors in networks has a dynamic character, 
which is determined by the development of the technological 
base. 

The efficiency of special tools that guarantee error-free 
delivery of data in networks, is determined by the solution of 
the compromise between the reliability of the transmission 
(the probability of receiving the message without errors) and 
the amount of resources involved (delays in the data delivery, 
the amount of additional information transmitted to correct the 
errors that occur, computational complexity of procedures for 
localization and error correction) [3]. 

In accordance with the specifics of the task and the 
constraints on available resources, a wide range of tools is 
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used to ensure reliable data transmission in global networks. 
In modern networks [1], two fundamental technologies used 

are, (i) retransmitting a packet when detecting transmission 
errors and (ii) correcting a limited number of errors using the 
correction codes that localize and recover distorted packet 
symbols. 

When using the first technology, control symbols are 
transmitted in the package for error detection. These symbols 
are mostly CRC-codes (Cyclic Redundancy Codes) and are 
formed as a remainder from the polynomial division of a 
sequence of packet information symbols into a simple 
polynomial in the Galois fields. In the case of an error, a 
request for retransmission of the package is sent. When 
applying the second technology, with the use of specially 
formed redundant symbols of the package, the localization and 
correction of a limited number of distorted information 
symbols of this package is carried out. Reed-Solomon codes 
are used as correction codes. The main disadvantage of these 
correction codes is the considerable computational complexity 
of the procedures for the localization of distorted symbols, and 
this complexity grows rapidly with increasing numbers of 
symbols that can be corrected. 

Detection and correction of errors can be carried out at each 
transfer of the packet between the switching nodes 
participating in its delivery. Such an organization eliminates 
the accumulation of errors, but significantly slows down the 
process of the packet delivery, because on each node through 
which it passes, operations are performed to detect erroneous 
symbols, fix them or retransmit. 

An alternative to the described step-by-step organization is 
the detection of errors and their elimination at the end point of 
the packet delivery. 

Structurally, error correction can be performed at the level 
of the individual symbols of each packet, or entire packets 
using redundant packets. In the latter case, the error handling 
procedure is performed at the final delivery point of the 
packets. 

The main disadvantage of implementing error correction at 
the level of individual symbols is that the exponential growth 
of the computational complexity of procedures for localization 
and correction of distorted symbols with an increase in their 
number significantly limits the corrective ability. In modern 
conditions, the increase of the loading of the broadcast 
channels in data transmission in networks has increased the 
probability of transmission errors due to the influence of 
external electromagnetic interference. Moreover, the duration 
of the interference significantly exceeds the time of 
transmission of one symbol. This results from the fact that the 
dominant type of error is the group of contiguous distorted 
symbols, corrected with a help of the Reed-Solomon 
correction codes, which require significant time and 
computational resources. 

In addition, error correction technologies at the symbol 
level do not allow to reconstruct packets that were lost during 
the transmission process.     

Therefore, in recent years, more attention is paid to methods 
of increasing the reliability that work at the packet level. The 

vast majority of these methods are based on the usage of 
erasure codes [2], [3]. In addition to global networks, such 
codes are also widely used in remote distributed information 
storage systems [4]. Unlike the correcting codes, erasure codes 
do not solve the problem of detecting packets corrupted during 
transmission: this is accomplished by integrating CRC-codes 
into packets. To reconstruct damaged or lost packets, 
additional redundant packets are transferred over the network, 
which partially accumulates information contained in the main 
packets. The task of erasure codes is to reconstruct the lost or 
damaged packet while transmission based on the information 
contained in the redundant packets. 

The vast majority of erasure codes use linear operations 
(LT-coding) to form redundant packets. This ensures fast and 
efficient computing implementation of the reconstruction 
process. The most well-known type of erasure codes is Raptor 
[10], which allows to reconstruct an arbitrary number of lost 
packets from n transmitted. This high data reconstruction 
capability is achieved through a high level of redundancy - 
greater than 100%. 

The main difference between existing linear erasure codes 
is the way of forming redundant packets. In the simplest case, 
this is a simple duplication of the main packets [9], which 
allows to simplify the procedures for creating redundant 
packets and reconstruction of lost or damaged packets. 

In most of the existing erasure codes, the formation of 
redundant packets is carried out in such a way as to guarantee 
the reconstruction of a given number of lost packets [9]. This 
approach is justifiable for the reconstruction of information, 
stored in distributed memory on remote media. 

For example, if an informational sending consists of 3 
packets, then in order to guarantee their reconstruction, it is 
necessary to create and send five redundant packets to ensure 
their reconstruction. But even with three redundant packets, 
provided that they are rationally formed, the probability of 
reconstruction of the main packets at the loss of three of the 
six is 0.93, and the probability of reconstruction of the main 
packet when one or two packets are lost is one. This indicates 
that existing erasure codes, that are guided to the guaranteed 
reconstruction of a certain number of lost packets, do not 
achieve high efficiency. So, if in assessing efficiency only the 
number of redundant packets that are further transmitted over 
the networks are considered as resources, then the efficiency 
of using the three packages is 34% higher compared to the 
usage of five redundant packets. 

Thus, existing erasure coders do not provide high efficiency 
of data packets reconstruction, considering the capability for  
reconstruction of the main packet, in relation to the number of 
redundant packets. 

Therefore, the required task is that of developing a method 
for the formation of redundant packets, which would provide 
the highest probability of reconstruction of main data packets. 
The research goal is hence to increase the efficiency of 
redundant packet usage and reconstruction of lost data packets 
during transmission in global networks. 
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III. METHOD OF REDUNDANT PACKET CREATION AND 
RECONSTRUCTION  

To achieve the goal, a method is proposed for the 
formation of redundant packages and the reconstruction of 
lost, damaged or delayed over critical time the main data 
packets. 

The method is derived from the following model of data 
transmission in the global network. Transmitted data is 
organized into n main packets P1, P2,…, Pn. Each packet has 
built-in means of detecting transmission errors. Packets are 
transmitted over different routes of a heterogeneous network, 
which may include snippets of peer to peer networks (P2P). 
For peer-to-peer networks, when information delivery occurs 
through a chain of nodes, it is possible to disable one of them. 
This leads to a rupture of the virtual transmission channel and, 
accordingly, to the loss of some packages. The specificity of 
usage determines some critical time of information delivery. 
Packets delivered after a critical time lose relevance. 

The proposed method involves the formation of k 
redundant packets R1, R2, …, Rk, which are transmitted over 
the network along with the main ones. It is believed that in the 
process of transmission, part of the main and redundant 
packets may be lost, damaged or delayed exceeding the 
critical delivery time. The problem is to reconstruct main data 
packets that are lost, damaged or delayed using the main and 
redundant intact packets received by the receiver before the 
critical time limit. If the data delivery time is not critical, the 
problem of correction the main packets that are lost or 
damaged resolves using the redundant packets. 

Since the correction of lost main packets is critical, the 
method involves the usage of linear Boolean transformations. 
Such transformations are simple and can be executed in 
parallel, which ensures high speed of redundant packets 
formation and reconstruction of lost main packets. A 
significant advantage of using linear Boolean transformations 
is the simplicity of hardware implementation. 

Thus, it is proposed to create redundant packets using 
linear transformations over the main packets: 

jji
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j
i PRki ⋅=∈∀ ⊕

=
,

1
:},...,2,1{ λ    

   (1) 
where  ∀i∈{0, …, k}, j∈{1, 2, …, n}: λi,j∈{0, 1}.  

On the receiver's side, in the absence of receiving a certain 
set of Ω main packets at a critical moment of time, they are 
considered lost and can be corrected by performing linear 
transformations over the main and redundant packets, received 
in time.  

The probability of reconstruction of lost main packets is 
determined by their number h, characteristics and status of 
network, the number of k redundant packets, the number of n 
main packets, as well as the way of redundant packets 
formation.  

For effective reconstruction of lost data packets, based on 
the network characteristics, determined by the specific task of 
the requirements of the reliability for correction and the 
specified number of main packets, it is needed to determine 
the required number of redundant packets, as well as the way 
they formed.  

Determining the required number of redundant packets is 
based on the requirements for the reliability of the 
reconstruction, network characteristics and the dependence of 
the probability of lost packets reconstruction from the number 
of main and redundant packets. 

Thus, in order to achieve this goal, the following tasks 
need to be solved: 

- Theoretically substantiate and develop the way of 
redundant packets formation, which provides the greatest 
probability of lost packets reconstruction.  

-  Determine the dependency of the probability of lost 
packets reconstruction from their number, number of main and 
redundant packets.  

Each of n main packets is related with binary vectors V1, 
V2, …, Vn, in every j-th of which only j-th component equals 
to one, and all others is equals to zero: V1 = {v11, v12, …, v1n} , 
V2 = {v21, v22, …, v2n}, …, Vn = {vn1, vn2, …, vnn}, ∀i,j∈{1, 2, 
…, n}, i≠j: vij=0, vii = 1.  

The formation method of each i of redundant packets Pi, 
i∈{1, 2, …, k} is determined by corresponding binary vector 
λi = {λi,1, λi,2,…, λi,n}. Efficiency of the formation method of k 
redundant packets is determined by the probability of 
reconstruction of the lost main packets provided that during 
the transmission lost u packets of main and redundant number.  
The efficiency of the method of redundant packets formation, 
that is vectors λ1, …, λk, is determined by the selection of the 
matrix Λ columns and does not depend on their order: 
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where s1={λ1,1, λ2,1, …, λk,1 }, s2={λ1,2, λ2,2, …, λk,2},…, 
sn={λ1,n, λ2,n, …, λk,n }. 

Assertion. When h main packets are lost, whose numbers 
form a set Ω and the loss of η = u-h redundant packets, so that 
the numbers of unlost redundant packets form a set ϑ, the lost 
main packets can be corrected, if a matrix Θ is formed by 
components of the vectors λ∈ϑ, the numbers of which belong 
to the set Ω, contains an orthogonal submatrix consisting of h 
rows and h columns.  

Proof. The lost packet Pj ,  j∈Ω can be reconstructed, if the 
vector Vj, which related to the lost packet Pj  can be 
represented as linear function of vectors Vi  of unlost packets 
i∉Ω and vectors λl  of unlost redundant packets l∈ϑ: 

ll
l

ii
i

j bVaV λ
ϑ

⊕⊕
∈Ω∉

⊕⋅= ,   

     (3)   
where a1, …, an∈{0, 1}, b1, b2, …, bn∈{0, 1}. 

If there is an orthogonal submatrix М, h columns of which 
related to the numbers i1, i2, …, ih of lost main packets, i1, i2, 
…, ih∈Ω, and h rows of which related with the numbers j1, j2, 
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…, jh of subset  ∆⊆ϑ of unlost redundant packets, i.e. there is 
an orthogonal submatrix М : 
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then vectors ∆∈

hjjj λλλ ,...,,
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 can be represented as 
follows 
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A system (5) can be represented as a system of linear 
boolean equations, the unknowns of which are vectors 

hjii VVV ,...,,
21

, which are related to the lost main packets 
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In a system (6) coefficients for the unknowns 

hjii VVV ,...,,
21

are elements of the matrix М. Accordingly, if 
the matrix М is orthogonal, the system (6) can be solved 
relatively 

hjii VVV ,...,,
21

,  and each of the vectors 

hjii VVV ,...,,
21

is expressed as a linear combination of vectors 

Vi  of unlost packets: i∉Ω and a subset ∆⊆ϑ of vectors λl  of 
unlost redundant packets l∈∆: 
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where ∀ q∈Ω, i∉ Ω: aq,i∈{0,1}, ∀ q∈Ω, l∈∆: bq,l∈{0,1}. 

Respectively, the reconstruction of h lost main packets 

hiii PPP ,...,,
21

can be accomplished using correctly received 
main and redundant packets according to the following 
formula: 
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which was necessary to prove.  

Obviously, the orthogonal sub matrix M of matrix Θ for a 
specific localization of lost packets can only exist under the 
following two conditions:  

- among the columns, whose numbers belong to the set Ω, 
there are no such that contain only zero components.  

-  among the columns, whose numbers belong to the set Ω, 
there are no such that repeat.  

The probability gu is determined by the choice of columns 
s1, s2, …, sn of the matrix Λ and does not depend on their 
order. In particular, if h=u, i.e. all lost packets belong to the 
main ones, then the maximum probability gu is achieved 
provided all the columns s1, s2, …, sn are different and none of 
them consists of only zero components. Obviously, all the 

columns can be different only if the condition 2k > n is 
fulfilled. 

If i<u, i.e. u-i redundant packets are lost, from columns s1, 
s2, …, sn exclude components that are related to lost redundant 
packets. In this case, columns containing less than u-i+1 ones 
can be transformed into a columns containing only zeros, 
which results in a decreasing of the probability gi. 

Therefore, columns containing a small number of ones 
should be considered with less priority. On the other hand, if 
the number of zero components of the columns s1, s2, …, sn is 
small, with the exception of the components that are related to 
the lost redundant packets, the probability of their 
transformation in identical ones increases.  

In terms of loss of ability to reconstruct lost main packets, 
the transformation of the column of the matrix Λ to zero when 
redundant packets are lost, is more critical than the 
transformation of the column into one, all components of 
which consist of ones. In the last situation the reduction of the 
reconstruction ability is due to the appearance of repeating 
columns.  

If h the main packets are lost and after the transformation 
of the matrix Λ it contains a zero column, then if the number 
of the lost packet coincides with the number of the zero 
column, it cannot be reconstructed for all variants of 
localization h-1 of other lost packets of n-1. Accordingly, this 

generates 







−
−

=
1
1

0 h
n

ρ  localization variants of lost main 

packets that cannot be reconstructed.  
If at loss of h the main packets and after the transformation 

of the matrix Λ it contains a column consisting of ones, there 
arises the situation of the presence of two identical columns of 
the transformed matrix Λ. If the numbers of the lost main 
packets coincide with the numbers of the same columns of the 
transformed matrix Λ, they cannot be reconstructed in all 
variants of localization h-2 of other lost packets of n-2. 

Accordingly, this generated 







−
−

=
2
2

1 h
n

ρ  localizations 

variants of lost main packets that cannot be reconstructed.  

The ratio υ = ρ0 / ρ1 of the number of localization variants 
of the main packets, that cannot be reconstructed, as a result of 
the transformation of the matrix Λ appearance of the zero and 
one columns, can be represented as:  

1
1

2
2
1
1

1

0

−
−

=









−
−









−
−

==
h
n

h
n
h
n

ρ
ρ

υ   

     (9) 
Given that in practice n>>h,  the value of  υ>>1, i.e. the 

appearance of a zero column while transforming the matrix Λ 
significantly has a much more negative effect on 
reconstruction ability than the appearance of a one column. 
For example, for n=15 and k=4 in the situation of loss of 4 
packets, one of which is redundant and three main (h=3), the 
value of υ is 7. This means that the appearance as a result of 
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the transformation of the matrix Λ of a zero column leads to 
increasing the number of main packets, that cannot be 
corrected and this number is 7 times greater than the number 
of non-reconstructed main packets due to the appearance of 
the column containing only one components as a result of the 
transformation of the matrix Λ.  

Based on the above, the following procedure for 
determining the priorities χ1, χ2,…,χn for the columns s1, s2, 
…, sn of the matrix Λ is proposed. For the column si, 
i∈{1,2,…,n} the number of its one components εi can be 
determined. Columns than do not contain one components, 
those for which εi = 0, are not used. For the column si with εi 
>0 its priority χi is proposed to define as follows:         

1. If εi = 1, i.e. the column si contains only single one, then 
it is assigned the lowest priority χi = 0.   

2. If the column si contains only one components, i.e. εi = 
k, then  χi = 1.  

3. Provided 1< εi < k, then if εi < k/2, then χi = 2⋅min {εi, 
k-εi }-1, otherwise, i.e. if  εi >= k/2 , then χi = 2⋅min {εi, k-εi }.  

As an illustration, Table 1 lists the priorities of 5-
component columns (k=5), depending on the numbers of ones 
in them.  

Table 1. Dependence of the column priorities of the 
matrix Λ on the number of ones in them for k=5 

Number of ones 
ε 

Priority value 
χ 

1 0 
2 2 
3 4 
4 3 
5 1 

IV. TECHNICAL IMPLEMENTATION 
As was shown above, theoretically, the condition for the 

reconstruction of lost packets during transmission of h main 
packets, whose numbers form the set Ω, consists in the 
presence of the orthogonal submatrix Θ in the transformed 
matrix Λ. 

The reconstruction process consists of solving a system of 
linear equations, whose coefficients are formed by the 
components of the matrix Θ. The analysis of the transformed 
matrix Λ for the detection of the orthogonal submatrix Θ in it, 
the formation on the basis of the matrix Θ the system of linear 
equations with its subsequent solution requires certain 
computational and time resources, which are critical for the 
reconstruction of lost data in real time. Therefore, it is 
considered as the most expedient the implementation of the 
specified list of action for all possible localizations of lost 
packets during the setup. The received results are proposed to 
be organized in the form of special tables, which, depending 
on the localization of the lost packets, contain a specification 
of the operations for the reconstruction of lost data, or 
information that lost packets cannot be reconstructed. 
Accordingly, the foregoing procedures of transformation of 
the matrix Λ, the derivation of the orthogonal submatrix Θ in 
it, the formation and solving of the system of linear equations, 
can be reduced to reading the specification for the 
reconstruction of lost packets from tabular memory. This 

solution makes it possible to implement the specified list of 
actions in real time.  

While using k redundant packets it is possible to 
reconstruct no more than k packets. Thus, the table should 
provide a specification for the reconstruction of lost packets, if 
their number does not exceed k. 

An important technological facilitation for the use of the 
table of precomputations, is to develop an algorithm for its 
addressing according to a given L localization of lost packets. 
The code L consists of n+k bits, each of which corresponds to 
the main or redundant packet and equals to one, if the 
corresponding packet is lost.  

It is clear that the number δj of possible loss localizations 
of j packets (the number of possible L codes, containing 

exactly j ones) is equal to 






 +
j

kn
, where j∈{1, 2, …, k}. 

The specification of the reconstruction of the ith packet, i∈{1, 
2, …, n+k} is (n+k)-bit code C = {c1, c2, …, cn+k}, ∀i∈{1, 2, 
…, n+k}: ci∈{0, 1}, the one components of which indicate 
packets,  the sum of which is equal to the lost. In other words, 
the lost packet Pi can be reconstructed according to the 
following formula: 

RcPcP ttn
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  (10) 
Accordingly, the total number Nc of specifications for the 

reconstruction of lost main packets contained in the table is 
determined by the following formula:  

j
j

kn
N

k

j
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 +
= ∑

=1
  

    (11) 
For example, for n = 8, k = 4, the number Nc of 

specifications for the reconstruction not more than 4 main 
packets, contained in the precomputation table is Nc = 12⋅1 + 
66⋅2 + 220⋅3 + 495⋅4 = 2784. The length of each of the 
specification is n+k = 12 bits, so that the total volume of the 
table is 33408 bits. 

The procedure for specifying specifications at the setup 
stage can be illustrated by such example.  

Example. The number of main packets n = 8, the number 
of redundant packets k = 4, then the matrix Λ will be as 
follows: 

00101101
01010111
10011011
11100010

=Λ    

     (12) 
Accordingly, the vectors for forming of redundant packets 

are as follows: λ1 = [1 1 1 0 0 0 1 0], λ2 = [1 0 0 1 1 0 1 1], 
λ3=[0 1 0 1 0 1 1 1], λ4 = [0 0 1 0 1 1 0 1]. This means, that 
redundant packets are formed in such way: 

73211 PPPPR ⊕⊕⊕= , 

875412 PPPPPR ⊕⊕⊕⊕= ,         (13) 
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876423 PPPPPR ⊕⊕⊕⊕= ,

86534 PPPPR ⊕⊕⊕=   
    

The vector of lost packets is as follows: 
, that is 3 main P3, P5, P8 and 1 

redundant R4 data packets are lost while transmission. 
Therefore,  

71211 PPP ⊕⊕⊕= γλ , 

372412 γγλ ⊕⊕⊕⊕= PPP ,    

376423 γλ ⊕⊕⊕⊕= PPPP   
  (14) 

Then after transformation of the matrix Λ the matrix Λ′ will be 
received, which contains the orthogonal submatrix M: 

100
110
001

=Λ′   

      (15) 
Thus, the vectors γ1, γ2, γ3, which correspond to the sum of 

the packets which are lost and which are included in the 
corresponding index of the redundant packet, can be written in 
the form:  









=
⊕=

=

83

852

31

P
PP

P

γ
γ

γ
  

    (16) 
Having solved the linear equation relative to Pi, the system 

will have the form:  









=
⊕=

=

38

325

13

γ
γγ

γ

P
P

P
  

    (17) 
After substituting for γi values of packets, that are not lost 

during transmission, the system will turn into the form: 









⊕⊕⊕⊕=
⊕⊕⊕⊕=

⊕⊕⊕=

764238

621325

72113

PPPPRP
PPPRRP

PPPRP
  

 (18) 
Then the recovery of lost packets P3, P5, P8 using the 

received data packets is as follows: 









⊕⊕⊕⊕=
⊕⊕⊕⊕=

⊕⊕⊕=

764238

621325

72113

PPPPRP
PPPRRP

PPPRP
  

 (19) 
So, the specification will look like this:  

s1 = [1 1 0 0 0 0 1 0 | 1 0 0 0] 
s2 = [1 1 0 0 0 1 0 0 | 0 1 1 0]   

   (20) 

s3 = [0 1 0 1 0 1 1 0 | 0 0 1 0] 
s4 = [0 0 0 0 0 0 0 0 | 0 0 0 0] 

It is suggested the addressing of the specification table for 
the reconstruction of lost packets by code L be organized in 
the following way. For a given code L, the numbers of ones in 
it is E(L), and the serial number W(L) among the codes, 
containing E(L) ones. The AL address of the first of the 
specifications, which is related to the given code L, it is 
suggested to be calculated in accordance with the formula: 

AL = B(E(L)) + W(L)⋅E(L),  
   (21) 

where B(E(L)) – shifting the start of the specification, 
describing the reconstruction of E(L) lost packets. For 
example, for n = 8 і k = 4; B(1) = 0, B(2) = 12, B(3) = 12 + 
66⋅2 = 144, B(4) = 144 + 220⋅3 = 804. 
To calculate the shifting of the specification address in the 
table memory of code L, it must be transformed into serial 
number W(L) on the set (n+k)-digit codes, containing E(L) 
ones. For example, for n = 8 and k = 4 the code L = 1111 0000 
0000 can be transformed into serial number 0, code 1110 1000 
0000 – into serial number 1. Accordingly, for the code L = 
0000 0000 1111 the code W(L) of the serial number is:  

( ) 4941
4

12
=−








=LW    

      (22) 
To calculate the serial number W(L) of code L, containing 

E(L) ones, the following algorithm is proposed. 
1. The number i of the current bit of code L set to one: i 

= 1, the code r of result set to zero: r = 0, the variable g 
assigns a value to the number of ones E(L) in the code L: g = 
E(L). 

2. If the current bit li of the code L is equal to one, then 
execute the decrement g: g = g – 1; otherwise, if  li = 0, add 
the result to the code r of result: 









−

−+
+=








−

−+
1

1
:

1
1

g
kn

rr
g

kn   

 (23) 
3. Make the transition to the next bit of the code L: i = i 

+ 1. If i < n + k and g > 0, make a transition to re-execution 
of item 2. 

4. The end of the algorithm: W(L) = r. 
The operation of the proposed algorithm can be illustrated 

by the example of the calculation W(L) for L = {0, 0, 1, 0, 1, 0, 
0, 1, 0, 0, 0, 1}. The diagram of the values of the algorithm 
variables in the calculation of W(L) is shown in Table 2. 

Table 2. The diagram of the variables of the shifting 
calculation algorithm W(L) for L = {0, 0, 1, 0, 1, 0, 0, 1, 0, 0, 

0, 1} 
The 

number i 
of current 
bit of the 

code L 

Curren
t bit of the 
code L: li 

The 
number g of 
unprocessed 
ones of the 

code L 

The result r 

1 0 4 165  
2 0 4 285 
3 1 3 285 
4 0 3 313 
5 1 2 313 
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6 0 2 319 
7 0 2 324 
8 1 1 324 
9 0 1 325 
10 0 1 326 
11 0 1 327 
12 1 0 327 

 

Numeric factorial codes 







−

−+
1

1
g

kn
 for all possible 

values of g and i can be calculated at the configuring stage 
with maintaining the results in the tabular memory, addressed 
by concatenation of the codes g and i. For n = 8 and k = 4, it is 
necessary to store 11⋅4 = 44 values of the factorials. 

In this example W(L) = r = 327. This means that the 
specification that determines the procedure of reconstruction 
packets P3, P5 and P8, is stored in memory starting from 
address 804 + 327 = 1131. 

V. PERFORMANCE EVALUATION 
The method efficiency is determined by the ratio of its 

ability to reconstruct lost data and the amount of resources 
spent on solving this problem. As an estimate of the volume of 
resources the number of k redundant packets can be 
considered, for which delivery data channels resources need to 
be taken and for the formation of which it is necessary to 
perform certain calculations, the volume of which is 
proportional to k. 

Therefore, in order to make a comparative assessment of 
the efficiency of packet redundancy by different methods, it is 
expedient to determine the efficiency E of redundancy as the 
ratio of the reconstruction probability of lost main packets to 
the number of redundant packets: 

∑
+

=

⋅⋅=
kn

i
kii pq

k
E

1
,

1
               (24) 

where qi – the probability that during the transfer will be lost i 
packets of n+k transmitted; pi,k – the probability that when lost 
i packets of n+k transmitted, all lost main packets can be 
reconstructed using k redundant packets. 

Assuming that loss of packets occurs independently, the 
number of lost packets is subordinate to the binomial law for 
which the probability ρ of loss of one packet is determined. 
Then, formula (24) can be represented as: 

∑
+

=

−+ ⋅−⋅⋅






 +
⋅=

kn

i
ki

ikni p
i

kn
k

E
1

,)1(1 ρρ (25) 

As noted in the overview section, existing erasure-codes, 
in their majority, are aimed at guaranteeing the reconstruction 
of a fixed number of packets transmitted. Often, as such 
number is the number of main packets [14]. With this 
approach, the number k of redundant packets is defined as 
w(n) [15]. For example, in order to guarantee the 
reconstruction of three packets for n=3, it is necessary to 
transfer w(3)=5 redundant packets, and for guaranteed 
reconstruction of five packets with the same number n=5 of 
main packets w(5)=7 redundant packets are used. 

Accordingly, in guaranteeing the reconstruction of n 
packages of n+k transmitted, the efficiency of E0 can be 
represented as: 

inwni
kn

i i
nwn

nw
E −+

+

=

−⋅⋅






 +
⋅= ∑ )(

1
0 )1(

)(
)(

1 ρρ  

 (26) 
Then, the gain ε in the efficiency of the redundancy of the 

proposed method in relation to known methods can be 
estimated from the ratio of the efficiency E of the redundancy 
of the proposed method to the efficiency of E0 redundancy of 
known methods: 

0E
E

=ε    

     
 (27) 

Table 3 presents the results of a comparative analysis of 
the redundancy efficiency for known and proposed 
redundancy methods for the transmission of 3 and 5 main 
packets. When calculating the efficiency of the proposed 
method for n=3 and for n=5, 3 backup packages were used: 
k=3. 

 
Table 3. The results of a comparative analysis of the 

efficiency redundancy of proposed method and known 
erasures-codes  

n w(n) k ε = E/E0 

ρ=0.001 ρ=0.005 ρ=0.01 ρ=0.05 
3 5 3 1.24 1.25 1.26 1.31 
5 7 3 1.556 1.561 1.563 1.582 

 
The analysis of the data presented in Table 3 indicates that 

the developed method provides better efficiency of using 
redundant packets for the reconstruction of lost main packets 
in comparison with known methods. The difference in the 
efficiency of the proposed method increases with the increase 
in the number of main packets and the probability of loss or 
damage of the packet during its delivery. 

VI. CONCLUSIONS 
As a result of the conducted research, the method of 

formation of redundant packets and their usage for the 
reconstruction of main information packets that can be lost 
during transmission to the Internet is theoretically 
substantiated, developed and researched. 

Each of the redundant packets is formed as the logical sum 
of certain subsets of information packets, and the choice of the 
specified subsets is regulated by the developed method, which 
ensures the greatest probability of the existence of an 
orthogonal system of equations, which solves the process of 
reconstruction of lost information packets. This provides 
greater efficiency in using redundant packets in comparison 
with known methods for reconstruction of packets in global 
networks. 

To accelerate the reconstruction of lost packets, the method 
involves the usage of special pre-computational tables. In the 
tables, for each reconstructed packet, predefined subsets of 
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unlost main and redundant packets are stored, the logical sum 
of which is a lost packet. 

The proposed method is oriented for usage in remote 
control computer management systems, communication with 
which is carried out via the Internet using modern radio 
modems. 
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