
 

 

 Abstract—The illumination estimation algorithm belongs 

to the field of color constancy, aiming to restoring the color 

of image through estimating the RGB of scene 

illumination. In different scenarios, the performance of a 

general algorithm varies greatly. If the scene can be 

predicted, it can be inferred that the scenarios related 

optimal algorithms is better than a general algorithm for 

estimating illumination. In this paper, a novel algorithm 

based on outdoor scene classification was proposed: firstly, 

the support vector machine (svm) classifiers was used to 

identify scene types , and then the scenarios related 

optimal algorithms was selected, finally used the RGB 

values of scene illumination were calculated.  

 

Keywords— Illumination estimation, scene classification, SVM.  

I. INTRODUCTION 

olor constancy refers to the perceptual characteristics of 

human’s perception. When the lighting of the scene 

changes, the light on the surface of the object in the scene 

changes accordingly, causing the color of the object to be 

distorted. Color constancy algorithm can restore image color, 

which mainly include color invariant extraction and 

illumination estimation algorithms. For computer vision, it is 

significant to achieve color constancy to restore the color of 

image. The color invariant algorithm restores the image color 

by extracting color invariants that are robust to illumination in 

the image; Theillumination estimation algorithm first 

estimates the R, G and B vector of lighting in the scene, and 

then performs matrix transformation according to the diagonal 

model to restore the color information. 

  Diagonal models have a long history in the field of color 

constancy. It was proposed by Kries, called the Von Kries 

diagonal model or diagonal model for short. Let the images 

obtained under two different lighting be I1 and I2 respectively, 

the elements in the diagonal matrix M are the estimated RGB 

values under illumination environment where I2 is located，

then the diagonal model can be expressed as 21 IMI  . For 

the calculation of color constancy, although the diagonal 

model is indispensable, it still has limitations and needs to be 

improved. Many scholars have also conducted related research 

[1], [2]. Worthey and Brill proposed that the effectiveness of 

the diagonal model depends largely on the function of the 

 
 

vision system sensor [3]; Worthey also pointed out that the use 

of narrow-band lighting with similar effects to narrow-band 

sensors can enhance color stability in the Retinex algorithm 

[3]; Finlayson et al. proposed that the linear combination of 

sensors in the vision system can be used to improve the 

diagonal model [4]. In short, the diagonal model is a relatively 

simple and effective mapping method in the field of color 

constancy. 

The illumination estimation algorithm is divided into three 

categories: pixel-based algorithm, learning-based algorithm 

and combination algorithm [5]. Pixel-based illumination 

algorithm gains the RGB values of scene illumination 

according to the characteristics of low-level pixels, which 

starts from the Retinex theory proposed by Land and McCann, 

drawing on the human visual physiological characteristics [6]. 

The theory holds that the subtle changes in color are partly 

caused by changes in the color of light in the shooting scene, 

and dramatic changes in colors are caused by changes in the 

spectral reflectance of the surface of the object being shot in 

the scene; Based on this theory, Land and McCann proposed 

the Gray World and White Patch algorithm [6]. The algorithm 

is generally based on assumptions. For example, the white 

patch algorithm is based on the assumption that the color 

value corresponding to the maximum reflectance of the 

surface of the object being photographed in the scene is 

colorless; The Gray-World algorithm is based on the 

assumption that the average reflection of the surface of the 

object being shot in the scene is colorless. The average value 

in the RGB channel of the image is used as the scene 

illumination of the image. Under the constraints of 

assumptions, the effectiveness of these algorithms is limited 

by the statistical characteristics of the image. For example, the 

white patch algorithm has better color recovery in images with 

larger RGB values, while the Gray Word algorithm can 

achieve a satisfactory color restoration effect in images with 

richer colors. In order to improve the applicability of the Gray 

World algorithm, Xu et.al proposed two optimization methods, 

one is the Gray World algorithm based on weighting, and the 

other is the Gray World algorithm based on image entropy. 

Based on the weighted Gray World algorithm, the image is 

first divided into several small image blocks, and then the 

average and standard deviation of the three channels of each 

image block R, G, B are calculated, and the standard deviation 

of each image block is weighted calculate the R, G and B 

values of the global illumination color of the image [7]. The 
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algorithm is simple to calculate and runs fast, but due to the 

limitations of assumptions, it is impossible to achieve good 

color restoration effects for different types of images. 

The learning-based illumination estimation algorithm first 

extracts the effective features in the image, and then learns the 

model between the image features and the reference scene 

lighting RGB to obtain a trained model, which is used to 

estimate the lighting RGB value on the new image, and finally 

restore the color. The method can achieve better estimation 

effect. In 1990, Forsyth [8] proposed a Gamut mapping-based 

illumination estimation method as the first learning-based 

lighting estimation algorithm. This method assumes that in the 

same scene, the number of colors observed under a given light 

source is limited; the algorithm contains the colors in the 

image in a closed, bounded convex set, and then finds the 

color gamut and the best mapping between the standard color 

gamuts to estimate the scene lighting color of the image. In 

2004, Finlayson et al. [9] applied two-dimensional 

discretization to the illumination estimation algorithm based 

on color gamut mapping, and proposed the color by 

correlation algorithm. In 2010, Gijsenij et al. [10] introduced 

higher-order image structures into the gamut mapping 

framework, and proposed first and second color gamut 

mapping illumination estimation algorithms. Another 

representative learning-based illumination estimation method 

is the Bayesian theory-based, which was proposed by Brainard 

and Freeman [11]. This algorithm establishes a priori 

conditions for standard lighting of images, through Bayesian 

theory, estimate the RGB value of the scene lighting color of 

the input image. In 2006, Brainard et al. [12] established a 

quantitative model of human color constancy, which included 

the relationship between psychophysical data and the 

estimated lighting obtained by Bayesian algorithm. 

In recent years, some model-based illumination estimation 

algorithms have been proposed. For example, learning the 

linear relationship between R and B component of image 

reference scene illumination color, Banic and Loncaric 

proposed Color Cat algorithm [13]; Bianco et al. introduced 

convolutional neural network into the field of illumination 

estimation to learning the regression relation between the 

images and their reference scene illumination color [14]; 

Barron and Tsai utilized fast Fourier transform and shifted the 

image into the frequency domain space to get the model to 

estimate the RGB values of scene illumination [15]. Although 

the algorithm can achieve a better image color restoration 

effect, the training of the model requires a lot of data support 

and requires a lot of time consumption. The most important 

thing is that determination of a suitable model requires a large 

amount of work. 

Through the above discussion, it is not difficult to find that 

the illumination estimation algorithms based on the underlying 

pixels has the advantages of simple calculation and fast 

running speed, but the generalization is poor, and the 

modeling can achieve a good image color restoration effect. 

Some researchers have suggested that the two methods can be 

combined to explore the relationship between scene features 

and lighting estimation algorithms based on underlying pixels 

d for different scenes, and a fusion-based lighting estimation 

algorithm is proposed. The method generally uses the method 

based on the underlying pixels as the candidate algorithm, and 

selects the appropriate light estimation algorithm based on the 

image or statistical characteristics or fuses these algorithms 

[16]. 

The algorithm includes two types: unsupervised fusion 

lighting estimation method uses the RGB value of scene 

lighting obtained by fusion of a single algorithm to estimate 

the scene lighting color of the image, such as calculating the 

weighted average of the RGB value of the scene lighting 

obtained by a single algorithm; the supervised fusion lighting 

estimation algorithm uses the features of the image to guide 

the linear combination of a single algorithm. Gijsenij and 

Gevers [17] use the best algorithm of each image as a label, 

classify the features of the image with SVM, and then select 

the best algorithm for the input image according to the 

obtained classification model. Bianco and Ciocca [18] 

estimate the lighting by dividing the image into two categories 

(indoor and outdoor). They not only design different strategies 

to select the appropriate method for each category, but also 

consider the low-level attributes of the image and use these 

attributes to construct decision forest to determine the best 

method for new images[19]. Wu et al. [20] used texture-based 

matching strategies to find similar images and used local 

regression to combine candidate methods. Weijer et al. [21] 

select different lighting assumptions based on the high-level 

semantic features of the image to estimate the RGB value of 

the scene lighting color of the input image. The main problem 

of this algorithm lies in the choice of algorithm and the 

extraction of image features. If the selected algorithm has poor 

light estimation accuracy, even if the image uses the optimal 

algorithm, it will not achieve good results; and if the selected 

image features cannot classify different scenes well, then they 

cannot play a good guiding role in the choice of algorithm. 

In response to the discussion of the above two issues and 

the conclusion in [17], for outdoor image sets, we first 

selected a richer and better lighting estimation algorithm as the 

candidate image set, and then extracted the Weibull 

coefficients and SIFT operators of the image as  features. 

Weibull coefficients can represent the texture characteristics 

and edge information, and SIFT operators can reflect the local 

structure of the image. Finally, a fusion-based lighting 

estimation algorithm for outdoor scenes is proposed. Firstly, 

the scene was classified, and then the optimal illumination 

estimation algorithm of each kind of scene was used to 

calculate the RGB value of scene illumination according to the 

literature [22].   

II. ILLUMINANT ESTIMATION METHODS 

In this paper, we present a solution based on outdoor scene 

classification. it is mainly divided into four steps: (1) extract 

the Weibull parameters and SIFT operator of the image as 

features; (2) classify the scene of the image; (3) select nine 

lighting estimation algorithms to form the candidate algorithm 

set, evaluate the effect of the algorithm is in different 

scenarios, and select the optimal algorithm; (4) the images of 
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different scenes use different optimal algorithms to estimate 

the RGB value of illumination.  Each step will be discussed 

separately below. 

A. Scene feature extraction 

The algorithm proposed in this paper uses SIFT descriptor 

[23] and Weibull distribution coefficient [24] as scene features 

of image. 

 SIFT descriptor, as a local feature of the image, has the 

characteristics of stability, multiplicity and expansion, and 

remains unchanged in the changes of scale, brightness and 

perspective [23]. The DoG pyramid is constructed, then the 

feature points  1 2, , ,= np p p p  are detected in different 

scales, and finally the gradient distribution of pixels in the 

feature point ip domain is used to determine the direction 

parameters of each feature point to form the position, scale, 

and direction information  , , ,i i i ix y   corresponding to 

each feature point to form features descriptor. Each feature 

point can be described by 16 seed points, and each seed point 

iP  can be divided into 8 directions of gradient information. 

Then a feature point has a 128-dimensional sift feature vector, 

namely 1 2 128, , ,{ }i s s sP  . Obviously one image can 

extract 128×n dimension sift 

descriptor
1 1 1

1 2 128 1 128, , , , , ,{ }n ns s s s s . 

Weibull distribution can be used to simulate the edge 

response distribution of image, which is one of the key 

features of scene recognition [24]. Weibull distribution 

extracts the texture and contrast of image through modeling 

the image’s edge response, shown in (1), in which x is the 

edge response of Gaussian derivative filter in one color 

channel, C is a normalization constant,  is the scale 

parameter of distribution,  is the shape parameter. A 

larger  indicates more contrast, and a larger  indicates a 

finer texture. The Weibull parameters computed in opposite 

intensity space according to (2), and then the Weibull 

parameter of an image is  
1 1 2 2 3 3
, , , , ,o o o o o o     W= . 
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For the image named I , it’s SIFT descriptor and Weibull 

parameters will be assembled to the feature vector 

 1 1 1

1 1 2 2 3 3 1 2 128 1 128, , , , , , , , , , , ,F
n n

o o o o o o s s s s s       and be 

normalized. Then the SVM classifier [25] is applied to the 

feature vector to give the corresponding category. In this 

article the images was classified to two categories: City and 

Open Country. 

B. Scene classification 

From [17] we know that there is a correlation between the 

feature distribution of different scenes and the corresponding 

optimal algorithm, and the feature distribution of the same 

scene image are similar. After obtaining the features of the 

image, the support vector machine was used as the scene 

classifier to classify the image. SVM was first proposed by 

Cortes and Vapnik in 1995. It has showed many unique 

advantages in solving small samples, nonlinear and 

high-dimensional pattern recognition. The radial basis 

function (RBF) is used in the SVM classifier. This kernel 

function is one of the commonly used functions of linear 

inseparable SVM.  Compared with other kernel functions, 

RBF can map a sample to a higher-dimensional space, usually 

defined as a monotonic function of the Euclidean distance 

between any point x and a center xc in the space, which can be 

written as k ( ), its effect is often local, that is, the 

function takes a small value when x is far from the center xc. 

 We mainly conduct experiments in wild and urban scenes. 

Giving training set       1 2 2, , , , , , ,m mD y y y 1x x x  

where  1, 1iy    , ix is the feature of the i-th image, 

1iy    is urban scenes and 1iy  +  is wild scenes. The 

image in the test set can be used to obtain the scene type 

according to the classifier, and the illumination color 

calculation algorithm can be used to calculate the illumination 

color of the image. 

C. Selection of illumination estimation algorithms 

In the previous study, the performances of different 

illumination estimation algorithms had been counted in 

different scenes [22]. But most are time consuming and 

require learning phrase. Pixel-based algorithms [26], by 

contrast, don’t need learning and is short time-consuming, and 

Gamut Mapping [27], as a learning-based algorithm, whose 

learning phrase is completed beforehand, they could be 

selected to make up algorithm set. So the elements of the 

algorithm set are : Gray-Edge(GE), 1st Gray-Edge(1st GE)，

2nd Gray-Edge(2nd GE) ， Gray World(GW) ， White 

Patch(WP)，  GAMUT pixel，GAMUT edge，GAMUT 

intersection. 

1) Pixel-based algorithms 

We choose the Gray-Edge(GE), 1st Gray-Edge(1st GE)，

2nd Gray-Edge(2nd GE)，Gray World(GW)，White Patch(WP) 

algorithms in the calculation framework by Finlayson and 

Trezzi as pixel-based algorithms: 
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n is derivative order, k is multiplicative scalar constraints. The 

derivative is defined as the convolution of the image and n-th 
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The formulas and parameters corresponding to each algorithm 

are shown in Table 1: 

 
Table 1:  The formulas and parameters corresponding to each algorithm            

Method Parameter Equation 

Gray World 0,1,0e    0,1,0( )c cf x dx ke  

White Patch 0, 1,0-e   
-1

-1 0,-1,0( )c cf x dx ke  

Shades of 

Gray 
0, ,0e 

   0, ,0( )c cf x dx ke
   

Gray-Edge 0, ,e  
   0, ,

, ( )c cf x dx ke
  

   

1st 

Gray-Edge 
1, ,e  
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2) Gamut mapping 

Gamut Mapping is one of the earliest learning-based 

lighting estimation algorithms and proposed by Forsyth in 

1990. The algorithm is based on the assumption that in the real 

world, there are only a few color can be observed [8]. For 

example, if two colors are observed under a specific light 

source, then all colors between them can also be observed 

under that light source. Therefore, any change in the color of 

the image is caused by the deviation of the color of the light 

source. The classic color gamut is all colors observed by the 

observer under standard white light. 

 In general, the color gamut mapping algorithm takes an 

image get from an unknown light source and a pre-calculated 

standard color gamut as input, and estimates the illumination 

of the input image by matching the mapping between the color 

gamut in the input image and the standard color gamut color, 

the algorithm consists of three important steps, as shown in the 

Fig.1: 

 

Standard lighting dataset

(With ground truth)
Unknown lighting dataset

Statistic pixel chromaticity value, 

Create standard color gamut C

Statistic pixel chromaticity value, 

Create image color gamut I

Obtain the color gamut mapping of the three 

channels of RGB respectively, and the 

intersection is the possible mapping set Q

Select the best-performing mapping from 

mapping set Q

Calculate the light chromaticity of the input 

image

 
 

Fig. 1 Mapping steps between color gamuts 

 

Gijsenij et al. proposed a color gamut mapping algorithm 

based on image differential structure, which uses the statistical 

characteristics of the differential structure of the image to 

calculate and obtain more image information.  It can be 

expressed as: 

 ,, , , ,x y xx yy xyf f f f f f
 

The differential of image f is calculated by the convolution 

of image f and Gaussian function G. 

 f G f G
x x

  
  
   (5)

 

The color gamut mapping algorithm based on the image 

differential structure is similar to the earliest proposed color 

gamut mapping algorithm. As the image order increases, the 

color gamut of the image becomes smaller and smaller, which 

can increase the possibility of selecting the correct mapping. 

Therefore, the mapping set of different differential structures 

of the image can be intersected or calculated to estimate the 

scene lighting color: 

ˆ
in i

i

M M
 (6) 

ˆ
un i

i

M M
  

We select GAMUT pixel, GAMUT edge, and GAMUT 

intersection in the gamut mapping algorithm to join the 

candidate algorithm set. 

We consulted the literature [22] and compare the 

performance of eight algorithms on City scene and Open 

country scene in Table 2. As can be seen from Table 2, 
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GAMUT pixel works best on Open country scene and White 

Patch performs best on City scene. So if the image is 

determined as Open country scene, use GAMUT pixel to 

estimate illumination; if the image is identified as City scene, 

use White Patch to estimate illumination. 
Table 2 Error ranking of illumination estimation algorithms (based on the 

average value of reproduction angle error, unit: °) 

 

III. EXPERIMENT 

A. Image dataset 

Gray Ball dataset [28], Color Checker dataset [29] [30] are 

commonly used in the field of color constancy. Gray Ball 

dataset is proposed by SFU Laboratory. There are 11345 

images totally and 13 scenes, including indoor and outdoor 

scenes. The RGB values of standard scene illumination for 

each image are captured by a gray sphere, which is mounted 

on the top of the camera. Gehler et al. used calibrated cameras 

to compose Color Checker dataset, which consists of 568 

images, and is divided into indoor and outdoor scenes. All 

images contain a color checker, which can be used to get the 

RGB values of the scene illumination color of the 

corresponding image. 

We selected the outdoor scene of Gray Ball dataset and 

Color Checker dataset as experimental dataset (EXP_data) to 

compare the performance of proposed algorithm with other 

out-of-state algorithms. EXP_data has 979 images, 574 of 

which are belonged to city scene and the other are belong to 

open country scene. 

B. Parameters selection 

In the process of SVM classification training, we used 

3-fold cross-validation to optimize the penalty parameter c and 

the parameter g of kernel function. The range of penalty 

parameter c and parameter g is set as. SVMcgForClass 

function in MATLAB is used to optimize these two 

parameters. This function utilizes the grid search method to 

optimize the parameters of the support vector machine. As 

shown in Fig. 2, the optimum value of c and g are 5.278 and 

1.7411 respectively, and the optimal classification accuracy is 

92.95% 

                                          

 
Fig. 2  Parameter selection result diagrams of SVM classification 

 

C. Performance evaluation 

We choosed angle error [31] and reproduction angle error 

[32] as algorithm performance evaluation. 

Angle error is the angle deviation between the RGB of 

estimated illumination and standard illumination: 

 

         
1cos a e
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 (7) 

Reproduction angle error is the angle between true white and 

estimated white (white surface under unknown light mapped 

to reference light using an illuminant estimate): 
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     (8) 

We choosed mean, median, maximum, and minimum as the 

evaluation index. The smaller evaluation index means the 

estimated illumination color is close to the standard 

illumination color, and the corresponding algorithm is better 

 

D. Result analysis 

The proposed algorithm needs cross validation to make the 

result more effective. We used 5-fold cross-validation to 

determine the error of the algorithm on EXP_data. We 

compared our algorithm (C-C ILLU) with some illumination 

estimation algorithms: Gray-Edge (GE) [26], 1st Gray-Edge 

(1st GE) [26], 2nd Gray-Edge (2nd GE) [26], Gray World 

(GW) [33], White Patch (WP) [33], GAMUT pixel [29], 

GAMUT edge [29], GAMUT intersection [29], 

Exemplar-Based Color Constancy (EBCC) [34], Regression 

(SVR) [35], Bayesian[36], Color constancy using CNNs 

(CC_CNN) [27], Use Natural Image Statistics (UNIS) [37], 

Bottom-up+Top-down (BU+TD) [38], Bottom-up (BU) [38], 

Top-down (TD) [38]. 

 
Table 3. The error of compared algorithms on EXP_data 

methods 

ERROR1_REPRODUCTION（°） ERROR2_ANGLE（°） 

MEA

N 
MED MAX MIN MEAN MED MAX MIN 

GW 8.64 7.61 32.91 0.38 8.58 7.36 35.07 0.39 

WP 6.89 5.93 30.36 1.22 6.56 6.55 29.81 1.26 

SOG 7.60 6.59 32.05 0.41 7.33 7.36 31.55 0.37 

GE 7.58 6.58 32.03 0.41 7.34 7.37 31.54 0.38 

1st GE 7.24 6.41 29.12 0.22 6.82 6.86 28.79 0.20 

2nd GE 7.09 6.13 28.98 0.24 6.69 6.72 29.27 0.25 

GAMUT 

pixel 
5.75 4.56 27.24 0.06 5.77 4.59 24.95 0.07 

GAMUT 

edge 
6.22 5.15 37.96 0.02 6.17 5.15 26.34 0.02 

GAMUT 

intersection 
6.10 5.16 28.53 0.07 6.15 5.22 25.95 0.07 

EBCC 7.02 5.40 37.43 0.10 7.46 5.63 35.60 0.09 
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SVR 13.16 11.14 58.04 0.33 13.28 10.96 59.67 0.31 

CC_CNN 4.30 3.78 14.64 1.30 4.36 3.99 14.12 1.13 

Spatial 

Correlations 
10.23 8.61 48.02 0.10 10.36 8.80 37.92 0.09 

BU 10.43 8.36 49.39 0.16 10.79 8.71 42.06 0.16 

BU+TD 9.73 7.31 49.42 0.16 10.07 7.50 42.11 0.16 

TD 10.09 8.18 56.19 0.09 10.39 8.48 43.83 0.02 

UNIS 9.73 7.04 43.67 0.08 9.90 7.27 40.37 0.07 

C-C ILLU 4.20 2.30 19.60 0.05 4.18 2.28 19.69 0.05 

 

   
（1）input     （2）proposed   （3）groundtruth 

   
（1）input     （2）proposed   （3）groundtruth 

Fig. 3  Experiment results 

Table 3 shows the comparison between ours method and 

others in the EXP_data dataset, where the bold is the optimal 

value under each index. 

   The proposed algorithm (C-C ILLU) has an average 

error of 4.2 and a median error of 2.3. It is the smallest of all 

the comparison algorithms and has the best effect. Compared 

with the optimal algorithm WP for urban scenes and the 

optimal algorithm GAMUT pixel for wild scenes, the average 

value of the error is reduced by 2.69 and 1.55, and the median 

value of the error is reduced by 3.63 and 2.26 respectively, 

which improves the two algorithms more. Taking the angle 

error as an indicator, we can see from Table 3 that the 

algorithm proposed in this paper (C-C ILLU) .The average 

error is 4.18, and the median error is 2.28. It is the smallest 

among all the comparison algorithms and has the best effect. 

Compared with the optimal algorithm WP for urban scenes 

and the optimal algorithm GAMUT pixel for wild scenes, the 

average error is reduced by 2.38 and 1.59 respectively. The 

median error is reduced by 4.27 and 1.59 respectively, and the 

effect of the algorithm is also greatly improved. 

In summary, the effect of our proposed method is better.  

The color recovery effect is as shown in the above figure 3. 

Compared with Ground True, it can be seen that the color 

recovery effect of ours is close to it, which can achieve a 

better overall color recovery of the image. 

IV. CONCLUSION 

This paper presents an algorithm for outdoor scene lighting 

estimation.  First the image features are extracted, the image 

is divided into two types: urban scene and outdoor scene, and 

then the optimal algorithm for each scene through experiments 

is obtained. Finally, the corresponding optimal algorithm 

estimates the illumination of the image, thereby color 

restoration is performed. The experimental results show that 

proposed algorithm is superior to other algorithms. In the 

future, more scenes and more illumination estimation 

algorithm are welcomed to be added to enrich the study of 

illumination estimation. 
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