
 

 

  
Abstract—This paper is devoted to the transient analysis 

of three-phase transformers by means of the space vector 

tool. Space vector definition is based on the Clarke 

transformation, operating in the time domain. Thus, the 

space vector is better suited to transient analysis when 

compared with approximate approaches based on the 

phasor symmetrical-component transformation. Space-

vector equivalent circuits are derived for three-phase 

transformers with Wye and Delta connections. A case study, 

consisting in the transient due to a capacitor bank insertion, 

shows that the proposed space-vector approach can clearly 

evidence the asymmetrical transient behavior of the phase 

variables in terms of different peak levels and oscillations 

amplitude.  
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I. INTRODUCTION 
RANSIENT analysis is a key point in modern power 
systems where a huge number of electronic and 

electromechanical components are scattered along the networks 
and are continuously connected and disconnected. The dynamic 
circuit elements included in such components produce 
overcurrents/voltages when the topology of the network is 
sharply changed by the operation of switches. Prediction and 
evaluation of overcurrents/voltages is of paramount importance 
in order to prevent malfunctioning and damage of other 
components and subsystems [1]-[4]. 

Usually, transient analysis of power systems is performed by 
resorting to numerical approaches implemented in well-known 
software programs like EMTP (ElectroMagnetic Transients 
Program) [2]-[3]. A numerical simulation approach, however, 
as a general rule, does not allow theoretical insight and deep 
understanding of a phenomenon. Thus, the derivation of 
analytical methods for the transient analysis of three-phase 
 

 

systems is of great interest for electrical engineers. The 
conventional approach for analytical solution of transients in 
three-phase power systems is performed by resorting to single-
phase equivalent circuits based on transformation methods like 
the symmetrical components [3]. This approach, however, can 
provide only approximate results, since the time-domain 
behavior of the three phase variables (i.e., phase voltages and 
currents) can be very different even if the system has a perfect 
phase symmetry. Therefore, new analytical methods should be 
derived in order to provide a complete time-domain description 
of a three-phase circuit under transient conditions.  

In the literature, the main contributions oriented to the 
analytical modeling of transients in three-phase circuits are 
based on the Clarke transformation [4]-[7]. In fact, since the 
Clarke transformation operates in the time domain, it seems the 
most suited analytical tool for the given objective. In particular, 
the related concept of space vector is a powerful tool, able to 
provide three-phase information in compact and meaningful 
form. Moreover, in previous works it was shown that the 
conventional state-equation method can be extended to space 
vectors, with the further advantage of reducing the dynamical 
order of the network under analysis [7]. 

The above considerations concerning the need for three-
phase analytical models for a proper analysis of transients in a 
three-phase circuit hold for a specific component like the three-
phase transformer. The relevant technical literature is very rich 
in contributions concerning numerical modeling of three-phase 
transformers oriented to transient analysis (e.g., [8]-[17]), but 
as far as analytical approaches are considered, the conventional 
approach foresees the use of a simple single-phase equivalent 
of the transformer. As mentioned before, such approach cannot 
provide the complete time-domain behavior of a three-phase 
transformer transient since the three phase variables (i.e., the 
voltages and the currents of the three phases) in general show 
different time-domain behaviors (e.g., different peak values).  

In this paper, the space-vector analytical model of a three-
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phase transformer is introduced. Using space vectors (based on 
the Clarke transformation) allow the analysis of a three-phase 
transformer as an actual three-phase component by avoiding the 
introduction of a single-phase equivalent. Thus, it will be shown 
that the space-vector approach provides the complete 
description of three-phase transients putting into evidence the 
different behavior of the three phase variables.  

In particular, the general methodology based on the state 
equations for the space vectors [7] is recalled in Section II. The 
basic space-vector equivalent circuit of a three-phase 
transformer is derived in Section III by treating the transformer 
as six magnetically coupled circuits. In Section IV equivalent 
circuits are derived for Wye and Delta connections of 
transformer windings. A case study is analyzed in Section V to 
show the capability of space vectors to fully represent the main 
features of three-phase transients. Conclusions are drawn in 
Section VI. 

II. SPACE VECTOR DEFINITION AND PROPERTIES 
A space vector is a complex-valued function of time, based 

on the Clarke transformation of a triplet of phase variables (e.g., 
voltages or currents) in a three-phase system [7]. The Clarke 
transformation is obtained from the more general Park 
transformation by assuming fixed axes. In its rational form, the 
Clarke transformation of time-domain phase currents is defined 
as: 

𝒊𝑻 = [

𝑖𝛼
𝑖𝛽
𝑖0

] = 𝑻 [

𝑖𝑎
𝑖𝑏
𝑖𝑐

] = 

 

 = √
2

3
[

1 −1 2⁄ − 1 2⁄

0 √3 2⁄ −√3 2⁄

1 √2⁄ 1 √2⁄ 1 √2⁄

] [

𝑖𝑎
𝑖𝑏
𝑖𝑐

] (1) 

 
A similar expression holds for a triplet of time-domain phase 

voltages. The rational form of the transformation results in the 
orthogonality of the transformation matrix T, i.e., 𝑻−𝟏 = 𝑻𝒕. 

The transformed time-domain variables α and β are 
combined to define the related space vector: 
 
 𝑖(𝑡) = 𝑖𝛼(𝑡) + 𝑗𝑖𝛽(𝑡) (2) 
 
where 𝑗 = √−1. The above definition of space vector is 
consistent with the well-known property of the transformation 
matrix T to diagonalize inductance matrices (and 
capacitance/resistance matrices, if needed) under the 
assumption of phase circuit symmetry (i.e., equal self and 
mutual parameters): 
 

𝑳𝑻 = 𝑻𝑳𝑻−𝟏 = 𝑻[

𝐿𝑝 𝐿𝑚 𝐿𝑚

𝐿𝑚 𝐿𝑝 𝐿𝑚

𝐿𝑚 𝐿𝑚 𝐿𝑝

] 𝑻−𝟏 = 

 

 = [

𝐿𝛼 0 0
0 𝐿𝛽 0

0 0 𝐿0

]  (3) 

 
In fact, the diagonalized matrix 𝑳𝑻 is such that 𝐿𝛼 = 𝐿𝛽 =

𝐿𝑝 − 𝐿𝑚. Since similar results can be obtained for all the three-
phase components of a system, the resulting uncoupled circuits 
α and β can be treated as one circuit (same topology and 
parameters) where each pair of α and β variables is replaced by 
the corresponding space vector. 

The resulting space vector circuit is a conventional circuit 
where the circuit variables consist of space vectors instead of 
the usual real variables for voltages and currents. In particular, 
in [7] it was shown that the conventional state-equation 
approach can be used to solve a space-vector dynamic circuit in 
the time domain. To this aim, it is worth recalling that the state 
equation is written as: 
 
 𝑑

𝑑𝑡
𝒙 = 𝑭𝒙 + 𝑩�̅� (4) 

 
where 𝒙 is the vector of the space vectors of the N state variables 
(i.e., Nth order dynamic circuit), �̅� is the vector of the space 
vectors of the sources, F is the state matrix, and B is the input 
matrix.  

The steady-state solution corresponding to sources of the 
form 𝒖 = 𝑼𝑒±𝑗𝜔𝑡  (i.e., sinusoidal inputs) can be readily 
obtained as: 
 
 𝒙𝑠(𝑡) = 𝑿𝑆𝑒

±𝑗𝜔𝑡 = (±𝑗𝜔𝟏 − 𝑭)−1𝑩𝑼𝑒±𝑗𝜔𝑡 . (5) 
 

Thus, the complete solution for the generic space-vector state 
variable can be written as: 
 
 �̅�𝑘(𝑡) = ∑ 𝐶𝑘𝑛𝑒𝜆𝑛𝑡𝑁

𝑛=1 + �̅�𝑠𝑘(𝑡) (6) 
 
where {𝜆𝑛}𝑛=1

𝑁  is the set of the eigenvalues of the state matrix 
F (under the assumption of N distinct eigenvalues), and the set 
of constants {𝐶𝑘𝑛}𝑛=1

𝑁  can be obtained by imposing initial 
values 𝒙0 = 𝒙(0) − 𝒙𝑠(0). 

Finally, it is worth recalling that the phase variables a,b,c can 
be readily recovered from the corresponding space vector 
through the equations (in case of 𝑖0 = 0): 
 

 𝑖𝑎(𝑡) = √
2

3
Re(𝑖(̅𝑡)) (7) 

 

 𝑖𝑏(𝑡) = √
2

3
Re (𝛼

2
𝑖(̅𝑡)) (8) 

 

 𝑖𝑐(𝑡) = √
2

3
Re(𝛼𝑖(̅𝑡)) (9) 

 
where 𝛼 = 𝑒𝑗2𝜋 3⁄ . 
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Fig. 1. The phase currents ia, ib, and ic can be recovered from the 
components of the space vector 𝑖 ̅on the axes a, b, and c. 
 

Since the time behavior of the space vector is represented by 
a curve on the complex plane, from (7)-(9) we obtain that the 
instantaneous values of the phase variables a,b,c can be 
recovered from the components of the instantaneous space 
vector on the three axes a,b,c, with geometrical phase 
displacement 2𝜋 3⁄  each other, represented in Fig. 1. 

In case of sinusoidal steady state, a space vector follows an 
ellipse shape on the complex plane with semi-major axis R = |Ip| 
+ |In|, semi-minor axis r = ||Ip| − |In||, and inclination angle φ = 
(φp − φn)2, where φp and φn are the angles of the positive-
sequence phasor Ip and the negative-sequence phasor In, 
respectively (according to the well-known symmetrical 
component transformation). If the negative-sequence current In 
is equal to zero, the space vector follows a circular shape with 
radius |Ip| on the complex plane.  

III. SPACE VECTOR MODEL OF COUPLED THREE-PHASE 
INDUCTORS 

In principle, a three-phase transformer consists in two three-
phase coupled inductors. Each three-phase inductor consists in 
three symmetrical inductors.  

Therefore, we have a total of six magnetically-coupled 
circuits, grouped in two subsets of three circuits, i.e., the 
primary and the secondary three-phase windings. In Fig. 2 the 
terminals of the six circuits are put into evidence. Winding 
resistances 𝑅1 and 𝑅2 are also included in Fig. 2. 

The basic equations for the two three-phase inductors can be 
written as: 

 

 [

𝑣1𝑎

𝑣1𝑏

𝑣1𝑐

] = [

𝑅1 0 0
0 𝑅1 0
0 0 𝑅1

] [

𝑖1𝑎

𝑖1𝑏

𝑖1𝑐

] +
𝑑

𝑑𝑡
[

𝜓1𝑎

𝜓1𝑏

𝜓1𝑐

] (10) 

 

 [

𝑣2𝑎

𝑣2𝑏

𝑣2𝑐

] = [

𝑅2 0 0
0 𝑅2 0
0 0 𝑅2

] [

𝑖2𝑎

𝑖2𝑏

𝑖2𝑐

] +
𝑑

𝑑𝑡
[

𝜓2𝑎

𝜓2𝑏

𝜓2𝑐

] (11) 

 
where, in general, each flux is function of the six currents: 
 
 
 

 
Fig. 2. The six magnetically-coupled circuits defining the primary and 
the secondary windings of a three-phase transformer. 
 

   

[
 
 
 
 
 
𝜓1𝑎

𝜓1𝑏

𝜓1𝑐

𝜓2𝑎

𝜓2𝑏

𝜓2𝑐]
 
 
 
 
 

=

[
 
 
 
 
 
𝐿11 𝑀11 𝑀11

𝑀11 𝐿11 𝑀11

𝑀11 𝑀11 𝐿11

𝐿12 𝑀12 𝑀12

𝑀12 𝐿12 𝑀12

𝑀12 𝑀12 𝐿12

𝐿12 𝑀12 𝑀12

𝑀12 𝐿12 𝑀12

𝑀12 𝑀12 𝐿12

𝐿22 𝑀22 𝑀22

𝑀22 𝐿22 𝑀22

𝑀22 𝑀22 𝐿22 ]
 
 
 
 
 

[
 
 
 
 
 
𝑖1𝑎

𝑖1𝑏

𝑖1𝑐

𝑖2𝑎

𝑖2𝑏

𝑖2𝑐]
 
 
 
 
 

 (12) 

 
In a more compact matrix notation, (12) can be rewritten as: 

 

 [
𝝍𝟏

𝝍𝟐
] = [

𝑳𝟏 𝑳𝑴

𝑳𝑴 𝑳𝟐
] [

𝒊𝟏
𝒊𝟐

]. (13) 

 
Notice that the assumption of phase symmetry results in 

symmetrical coefficients in (12) and (13). 
By substituting (13) into (10)-(11), and by using the Clarke 

transformation we obtain decoupled equations: 
 

 [
𝒗𝑇1

𝒗𝑇2
] = [

𝑹1 0
0 𝑹2

] [
𝒊𝑇1

𝒊𝑇2
] + [

𝑳𝑻1 𝑴𝑻

𝑴𝑻 𝑳𝑻2
]

𝑑

𝑑𝑡
[
𝒊𝑇1

𝒊𝑇2
] (14) 

 
where 𝒗𝑇1,2 and 𝒊𝑇1,2 are the α, β, 0 vectors, 𝑹1,2 are diagonal 
resistance matrices, and: 
 

 𝑳𝑇1 = [

𝐿11 − 𝑀11 0 0
0 𝐿11 − 𝑀11 0
0 0 𝐿11 + 2𝑀11

] = 

 

 = [

𝐿1 0 0
0 𝐿1 0
0 0 𝐿10

] (15) 

 

 𝑳𝑇2 = [

𝐿22 − 𝑀22 0 0
0 𝐿22 − 𝑀22 0
0 0 𝐿22 + 2𝑀22

] = 

 

 = [

𝐿2 0 0
0 𝐿2 0
0 0 𝐿20

] (16) 

 

 𝑴𝑇 = [

𝐿12 − 𝑀12 0 0
0 𝐿12 − 𝑀12 0
0 0 𝐿12 + 2𝑀12

] = 

 

 = [

𝐿𝑀 0 0
0 𝐿𝑀 0
0 0 𝐿𝑀0

]. (17) 
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Thus, from (14)-(17) and by recalling the definition (2) of 
space vector, we obtain: 

 
 𝑣1 = 𝑅1𝑖1 + 𝐿1

𝑑

𝑑𝑡
𝑖1 + 𝐿𝑀

𝑑

𝑑𝑡
𝑖2 (18) 

 
 𝑣2 = 𝑅2𝑖2 + 𝐿𝑀

𝑑

𝑑𝑡
𝑖1 + 𝐿2

𝑑

𝑑𝑡
𝑖2. (19) 

 
Equations (18)-(19) represent the well-known equations of a 

two-port inductive network (i.e., two coupled inductors) with 
self-inductances 𝐿1 and 𝐿2, and mutual inductance 𝐿𝑀, where 
space vectors take the place of conventional currents and 
voltages. Therefore, according to basic circuit theory, several 
equivalent circuits can be derived for (18)-(19). A useful and 
widely used equivalent circuit based on an ideal transformer is 
shown in Fig. 3 where the transformer ratio is 𝑘 = 𝐿1 𝐿𝑀⁄ , and 
the primary (parallel) and secondary (series) inductances are 𝐿1 
and 𝜎𝐿2, respectively, with 𝜎 = 1 − 𝐿𝑀

2 (𝐿1𝐿2)⁄ .  
The equivalent circuit in Fig. 3 holds in case the terminals of 

the six circuits in Fig. 2 correspond to the external terminals. In 
general, however, the terminals of the two three-phase 
inductors in Fig. 2 are Wye or Delta connected. Therefore, the 
terminals in Fig. 2 do not correspond to the external terminals 
of the transformer. The Wye and Delta connections, and the 
corresponding equivalent circuits at the external terminals are 
treated in Section IV.  

IV. SPACE-VECTOR EQUIVALENT CIRCUITS FOR WYE AND 
DELTA CONNECTIONS  

Each of the two three-phase inductors in Fig. 2 can be Wye 
or Delta connected. In case of Wye connection, the star center 
can be accessible or not [18]. In the following Subsections the 
space-vector equivalent circuits of Wye and Delta connections 
are derived. 

A. Wye connection 

In the most general case, the star center of a Wye connection 
is accessible. The case of non-accessible star center can be 
regarded as a special case by setting zero star-center current.  

Fig. 4 shows a Wye connection, and an arbitrary reference 
terminal G which allows proper definition of four ports, i.e., the 
three-phase port and the single-phase port connected to the star 
center. The four characteristic relationships of the Wye 
connection can be written as: 

 
 𝑣𝑎𝐺 = 𝑣𝑦𝐺,   𝑣𝑏𝐺 = 𝑣𝑦𝐺 ,   𝑣𝑐𝐺 = 𝑣𝑦𝐺 ,  (20) 
 
 𝑖𝑎 + 𝑖𝑏 + 𝑖𝑐 = 𝑖𝑦 .  (21) 
 

 
Fig. 3. Space-vector equivalent circuit of two three-phase symmetrical 
inductors. 

 
Fig. 4. Wye connection with accessible star center as a component with 
one three-phase port and one single-phase port. 
 

The Clarke transformation of the phase variables 
[𝑣𝑎𝐺  𝑣𝑏𝐺  𝑣𝑐𝐺]𝑇 provides 𝑣𝛼 = 𝑣𝛽 = 0. Therefore, the 
corresponding voltage space vector is 𝑣 = 0. Thus, regardless 
the connection of the star center, in the space-vector domain a 
Wye connection is a short circuit to the reference terminal G. 
Indeed, connection of the star center impacts only on the zero 
component of the Clarke transformation, not investigated in this 
paper.  

The series connection of a three-phase inductor and a Wye 
connection, therefore, has no impact on the space vectors. In 
fact, the space vector equivalent of the three-phase inductor is 
connected in series with a short circuit. Thus, if the primary side 
of the transformer is Wye connected, the corresponding space-
vector equivalent is the primary side of the circuit in Fig. 3. If 
the secondary side of the transformer is Wye connected, the 
corresponding space-vector equivalent is the secondary side of 
the circuit in Fig. 3. 

B. Delta connection 

A Delta connection can be represented as in Fig. 5. External 
terminals are characterized by the voltages [𝑣𝑎𝐺  𝑣𝑏𝐺  𝑣𝑐𝐺]𝑇 with 
respect to the reference terminal G, whereas the inner terminals 
are characterized by the Delta voltages (i.e., the phase-to-phase 
voltages) [𝑣𝐷𝑎  𝑣𝐷𝑏  𝑣𝐷𝑐]

𝑇. The Delta voltages correspond to the 
voltages in Fig. 2 in case the three-phase inductor 1 or 2 is Delta 
connected. 

The Delta connection in Fig. 5 is a component with six ports. 
Therefore, the required number of characteristic relationships is 
six, i.e., three relationships between the voltages and three 
relationships between the currents: 

 

 [

𝑣𝐷𝑎

𝑣𝐷𝑏

𝑣𝐷𝑐

] = [
0 1 −1

−1 0 1
1 −1 0

] [

𝑣𝑎𝐺

𝑣𝑏𝐺

𝑣𝑐𝐺

] = 𝑪 [

𝑣𝑎𝐺

𝑣𝑏𝐺

𝑣𝑐𝐺

] (22) 

 

 [

𝑖𝑎
𝑖𝑏
𝑖𝑐

] = [
0 −1 1
1 0 −1

−1 1 0
] [

𝑖𝐷𝑎

𝑖𝐷𝑏

𝑖𝐷𝑐

] = 𝑪𝑻 [

𝑖𝐷𝑎

𝑖𝐷𝑏

𝑖𝐷𝑐

]. (23) 

 
By applying the Clarke transformation to (22)-(23) we 

obtain: 
 

 [

𝑣𝐷𝛼

𝑣𝐷𝛽

𝑣𝐷0

] = 𝑻𝑪𝑻𝑻 [

𝑣𝛼

𝑣𝛽

𝑣0

] (24) 
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Fig. 5. Delta connection as a component with two three-phase ports. 

 

 [

𝑖𝛼
𝑖𝛽
𝑖0

] = 𝑻𝑪𝑻𝑻𝑻 [

𝑖𝐷𝛼

𝑖𝐷𝛽

𝑖𝐷0

]. (25) 

 
After simple algebra, from (24)-(25) we obtain the following 

relationships between the space vectors: 
 

 𝑣 =
𝑗

√3
𝑣𝐷,      𝑖𝐷 =

−𝑗

√3
𝑖. (26) 

 
Therefore, in the space-vector domain, a Delta connection is 

represented by an ideal transformer with complex ratio  
 

 𝑘𝐷 =
𝑗

√3
. (27) 

 
Thus, if the primary side of a transformer is Delta connected, 

then an ideal transformer with ratio (27) must be inserted on the 
primary side in Fig. 3. The resulting equivalent circuit is shown 
in Fig. 6a, whereas in Fig. 6b the elements 𝑅1 and 𝐿1 are 
reported on the left side of the ideal transformer (27), and the 
two cascaded ideal transformers are represented by one 
transformer with ratio 𝑘𝐷𝑘. Similarly, if the Delta connection is 
on the secondary side of the transformer, then an ideal 
transformer with ratio 𝑘𝐷

−1
 must be considered. The equivalent 

circuits are shown in Fig. 7. 

V. CASE STUDY 
In this Section the transient analysis of the three-phase 

system depicted in Fig. 8 including a Delta/Wye transformer 
was performed by using the results derived in the previous 
Sections. The correctness of all the proposed analytical results 
were checked through the Simulink implementation of the 
three-phase system.  

The numerical values of the parameters in Fig. 8 were 
selected for illustration purpose only, i.e., they are not 
representative of a specific real system. The 50-Hz three-phase 
voltage source was a balanced positive-sequence source with 
phase voltage 𝐸𝑎 = 1 kV rms. The three-phase transformer 
was Delta-connected at primary side, and Wye-connected at 
secondary side. The transformer parameters were 𝑘 = 10, 𝑅1 =
10 Ω, 𝑅2 = 1 Ω, 𝜎𝐿2 = 1 𝑚𝐻. The inductance 𝐿1 was assumed 
much larger than 𝜎𝐿2, such that it can be  approximated  as  an 

 
(a) 

 
(b) 

Fig. 6. Space-vector equivalent circuit of a three-phase transformer 
with Delta connection on the primary side (a). By reporting the 
elements 𝑅1 and 𝐿1 to the left side, one equivalent ideal transformer is 
obtained by cascading the two ideal transformers 𝑘𝐷 and k (b).  
 

 
(a) 

 
(b) 

Fig. 7. Space-vector equivalent circuit of a three-phase transformer 
with Delta connection on the secondary side (a). By reporting the 
elements 𝜎𝐿2 and 𝑅2 to the right side, one equivalent ideal transformer 

is obtained by cascading the two ideal transformers 𝑘𝐷

−1
 and k (b). 

 
open circuit. The load was 𝑅 = 100 Ω and 𝐿 = 100 𝑚𝐻, 
whereas the capacitor bank inserted at 𝑡 = 0 was 𝐶 = 50 𝜇𝐹.  

According to Fig. 6, the space-vector equivalent circuit of the 
three-phase system in Fig. 8 is represented in Fig. 9. The time-
domain solution of the circuit in Fig. 9 for 𝑡 ≥ 0 was obtained 
through the state equation (4) where: 

 

 𝒙 = [
𝑖

𝑖𝐿
𝑣

],   𝑢 = 𝑒 (28) 

 

 𝑭 =

[
 
 
 
 −

𝑅1
𝑘2+𝑅2

𝜎𝐿2
0 −

1

𝜎𝐿2

0 −
𝑅

𝐿

1

𝐿
1

𝐶
−

1

𝐶
0 ]

 
 
 
 

,   𝑩 = [

1

𝑘𝐷𝑘

0
0

] (29) 
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Fig. 8. The three-phase system used as a case study to illustrate the 
space-vector transient analysis.  
 

 
Fig. 9. Space-vector equivalent circuit of the three-phase system in Fig. 
8. 
 

Fig. 10 shows the trajectory of the space vector 𝑖(𝑡) of the 
phase currents. The red curve shows the steady-state behavior 
for 𝑡 < 0. At 𝑡 = 0 the trajectory leaves the red curve (see the 
black arrow in the figure) and shows a transient behavior 
towards the new steady state. Notice that in steady state the 
space vector trajectory is a circle. In Fig. 10 the circles appear 
as ellipses because of the different scales of the real and 
imaginary parts, selected to improve the view of the transient. 
According to Fig. 1, the phase currents 𝑖𝑎,𝑏,𝑐 can be obtained as 
the components of the space vector on the axes a,b,c. The phase 
currents corresponding to Fig. 10 are represented in Fig. 11. 
Notice the large overcurrents 𝑖𝑏 and 𝑖𝑐 compared to 𝑖𝑎. Thus, 
despite the perfect symmetry of the three-phase system, the 
transient behavior of the phase currents is largely asymmetrical.   

Fig. 12 shows the trajectory of the space vector 𝑣(𝑡) of the 
voltages across the capacitors in Fig. 8. The transient is mainly 
in the vertical direction. Therefore, the phase a (i.e., the real 
component of the space vector) is less involved in the transient. 
This is confirmed in Fig. 13, where the time behavior of the 
voltages across the capacitors are represented. Also in this case 
the asymmetry in the transient behavior of the three phase 
variables is clearly apparent.  

Figs. 14-17 show the same variables as Figs. 10-13 with a 
smaller value of 𝑅2 (i.e., 0.1 Ω instead of 1Ω). The damping of 
the oscillations in the transient behavior is clearly lower, i.e., 
currents and voltages have more persistent oscillating behavior 
and higher overcurrents/overvoltages can be observed. 

 
Fig. 10. Trajectory of the space vector 𝑖(𝑡) of the phase currents in Fig. 
8. 
 

 
Fig. 11. Time-domain behavior of the phase currents 𝑖𝑎,𝑏,𝑐 in Fig. 8. 

VI. CONCLUSION 
The space vector concept is intrinsically well-suited for the 

transient analysis of three-phase systems. The transient 
trajectory of a space vector on the complex plane has proven to 
be very rich in information about the time behavior of the three 
underlying phase variables. The extension of the state equation 
approach to space vectors allows the time-domain analysis of 
general dynamical circuits.  

The space-vector equivalent circuit of three-phase 
transformers was introduced and clarified in the paper. The 
Wye and Delta connections were investigated, and the 
corresponding equivalent circuits were introduced through 
properly defined ideal transformers. The case study presented 
in the paper showed that even under the assumption of perfect 
symmetry of the three phases, the transient behavior of the 
phase variables is not symmetrical. This confirms that the space 
vector approach is better suited than any other kind of approach 
based on single-phase equivalents. 
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Fig. 12. Trajectory of the space vector 𝑣(𝑡) of the voltages across the 
capacitors in Fig. 8. 
 

 
Fig. 13. Time-domain behavior of the capacitor voltages 𝑣𝑎,𝑏,𝑐 in Fig. 
8. 
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