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Abstract - Aiming at the problems of slow model 

training speed and poor prediction effect of 

traditional power load prediction algorithm, a 

parallel load prediction method based on deep 

learning is proposed. The method is based on the 

MapReduce parallel calculating framework, and the 

deep belief network model, which is used to parallel 

training the sample data with the historical load and 

the weather information, and the model of the 

training model to predict the load value. The 

experimental results show that the average 

root-mean-square error between the predicted power 

load value and the actual value of the prediction 

method in this paper is 2.86%. The prediction 

accuracy is higher than the traditional method, and 

the training and prediction time are effectively 

reduced, which can adapt to the prediction 

requirements of large-scale power data. 

Keywords - Deep learning, Power load analysis, 

parallel computing 

I. INTRODUCTION 

Power load forecasting is a series of forecasting work 
which takes electric load as the object, including 
forecasting the future power demand (power), the future 
power consumption (energy) and the load curve. Power 
system load forecasting is an important part of power 
system planning, and it is also the basis of power grid 
dispatching, regulation, control and so on. Power load 
forecasting is an important basis for safe dispatching of 
electric power, which is of great significance in ensuring 
the stability, reliability and economic operation of power 
system. In recent years, Domestic and foreign experts 
have done a lot of research on forecasting theory, and put 
forward a variety of load forecasting models, such as BP 
neural network, wavelet analysis and supporting vector 
machine, to provide a strong support for power system 

load forecasting. Among them, BP neural network has 
strong ability of nonlinear mapping and generalization, 
but it is easy to produce over-fitting and local optimum. 
Wavelet analysis has strong ability of approximation and 
fault tolerance, but the selection of wavelet basis function 
and parameter initialization have no certain criterion, 
supporting vector machine can eliminate a large number 
of redundant samples, which has good robustness. But it 
is difficult to implement large-scale sample training, so it 
is difficult to solve the multi-classification problem. The 
regression analysis method has the advantages of fast 
training speed and low error rate when the data is less, but 
it has poor effect on a large number of data processing. 
Because of the limitation of precision and range of 
application, the above power load forecasting algorithms 
can not only meet the more and more complex power 
system load forecasting requirements. In addition, with 
the construction of smart grid in China, a great deal of 
data will be produced, which will bring great challenge to 
the computing efficiency. 

In order to improve the prediction accuracy and improve 
the training efficiency, this paper presents a deep learning 
load forecasting model based on parallel computing 
framework for big data on the power user side. Firstly, the 
deep belief network (DBN) is combined with MapReduce 
parallel computing framework, then the load forecasting 
model is trained by historical load data and weather data, 
and the power load forecasting model is used to forecast 
power load. After introducing big data and parallel 
operation, the method can make more reasonable use of 
computing resources and avoid the problem of 
dimensionality disaster in power system. 
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Ⅱ. PARALLEL LOAD FORECASTING BASED ON 
DEPTH LEARNING 

Deep learning training process 

The training process of deep learning is as follows. 

Step one, use bottom-up unsupervised learning, that is, to 
train from the bottom up to the top layer by layer. Using 
untagged data (or tagged data) to train each layer of 
parameters in a hierarchical manner. This step can be 
regarded as an unsupervised training process, because of 
the limitation of model capacity and the constraint of 
sparsity. So that the model can learn the structure of the 
data itself and get the features which are more expressive 
than the input. This process can also be regarded as the 
process of feature learning. This step is also the biggest 
difference between deep learning and traditional neural 
networks [1-2]. 

Step two, top-down supervised learning, that is, training 
through tagged data, error top-down transmission, 
fine-tuning the network. Based on the parameters 
obtained from the first step, the parameters of the whole 
multilayer model are further fine-tuned, which is a 
supervised training process. The first step of training is 
similar to the random initialization process of neural 
network, but because the initial value of the first step of 
deep learning is not random, it is obtained by learning the 

structure of input data. Therefore, this initial value is 
closer to the global optimum than the initial value of 
neural network and can achieve better results. So, the 
deep learning algorithm is superior to the neural network 
to a great extent due to the feature learning process of the 
first step. 

Power load forecasting system Architecture 

Timely, accurate and reliable basic information is the 
basis of network load forecasting. In order to realize the 
timely and accurate load forecasting, this paper uses the 
traditional big data processing framework to construct the 
load forecasting framework, which includes all the links 
of big data technology, and the functions of each layer are 
clear and all the layers are coordinated and cooperate 
with each other, to meet the requirements of power grid 
load calculation. The system architecture is divided into 
resource layer, platform layer and application layer, as 
shown in figure 1. Among them, the resource layer 
generates, receives the basic information such as 
historical load data and weather data, and then transmits 
the data information to the platform layer. The platform 
layer provides data processing, data storage, cluster 
management and other functions, and provides interfaces 
to the application layer, which is the most important part 
of the whole system architecture [3-6]. The application 
layer outputs the final data processing results, and 
visualizes, query the prediction results and so on. 

 

 

Fig. 1 Power load forecasting system architecture 
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Deep belief Network Model 

The deep belief network is a common model of deep 
learning and an unsupervised learning model based on 
energy. The model defines the probability distribution of 
the visible variable v and the hidden variable h through 
the energy function. The energy function is defined as: 
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Among them, Wij is the link weight between the visible 
layer neuron vi and the hidden layer neuron hj, a and b are 
the bias between the visible unit and the hidden unit, θ 
represents the parameter group {W，a,b}[7-8]. 

When the parameters are determined, the joint 
probability distribution of v and h can be obtained by the 
joint configuration energy function based on v and h. 
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When v is given, the activation state of each hidden unit is 
conditional independent. In this case, the formula for 
calculating the activation probability of the j hidden unit 
is 
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Similarly, when h is given, the activation probability of 
the number i visible unit is 
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In order to obtain each parameter {W, a, b}, the training 
data need to be fitted. According to the principle of 
maximization of likelihood function, using Gibbs 
Sampling (Gibbs sampling method), the weight updating 
formula is derived. 
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Parallel load forecasting process based on DBN 

Data processing in platform layer is the core of load 
forecasting. The data processing adopts the MapReduce 
parallel computing architecture, using three MapReduce 
job classes to execute the training process of the 
algorithm, and the output of the former MapReduce is 
taken as the input of the latter. The data processing flow 
is divided into three parts: data pre-processing, 
generating forecasting model and forming parallel DBN 
load forecasting model [9-11]:  
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1) The data pre-processing is accomplished by the first 
MapReduce, and the collected data is cleaned and divided 
into blocks, which can be used by the next MapReduce. 

2) The prediction model is generated in parallel. The 
pre-processed data block is transferred into a prediction 
model by using Map, to realize the parallel algorithm. 
The MapReduce is only used in the Map process; 

3) A parallel DBN load forecasting model can be 
generated by combining K models generated by Map, 
where K models correspond to k group model parameters, 

and the predicted model parameters are the average 
values of K group parameters. This process is completed 
by the third MapReduce. 

The parallel load forecasting flow chart based on DBN is 
shown in figure 2. The model is built in Hadoop 
distributed cluster, and the deep belief network prediction 
algorithm is parallelized by MapReduce to realize data 
mining and computational prediction. The parallel 
execution process improves the accuracy of load 
forecasting and the ability of load forecasting system to 
deal with power big data. 
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Fig. 2 parallel load forecasting flow chart based on DBN 
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Data pre-processing: 

Data pre-processing is to remove incomplete, noisy and 
low quality data. For the collected data, the irrelevant and 
noisy data must be removed by data cleaning, and then 
the data from multiple data sources are integrated and 
stored in a consistent  

data store. Finally, all kinds of input data are normalized 
into a form suitable for data mining. Use formula (8) to 
normalize the sample data [12-13] 
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The load data in this paper come from the data acquisition 
and monitoring control system, and the weather data from 
the weather forecast system. The load data acquisition 
period is 15 min. After normalization, the above data are 
in the range of [0, 1], and the weather data are divided 
into three kinds of weather conditions, which are defined 
as: 

Weather condition={clear，cloudy，rain} 

To better incorporate weather data into the DBN 
prediction model, define weather conditions as: clear=0， 
cloudy=0.5，rain=1. 

Prediction model generation 

Step one: Bagging algorithm is used to extract m samples 
randomly from the pre-processed data block, and the data 
set TDS1, TDS2, … TDSm is composed by label, one 
TDS corresponds to one DBN training set, which can not 
only keep the diversity of the original data set, but also 
improve the training efficiency. 

Step two:  K prediction models are generated in parallel, 
one Map trains generates one prediction model, and K 
prediction models are generated to obtain K group 
parameters θ = {W, a, b}, and the final values are taken as 
the average values of the parameters. 

Step three: By combining K prediction models, DBN 
parallel load forecasting model is formed, and deployed 
in Hadoop distributed cluster, finally power load 
forecasting is realized. 

Ⅲ. EXPERIMENT AND RESULT ANALYSIS 

Evaluation of performance indicators 

There are many factors affecting power load forecasting, 
and losses will inevitably occur in the process of deep 
learning network training, which results in some errors 
between the predicted value and the actual value. In order 
to evaluate the performance of the load forecasting 
method proposed in this paper, the RMS error (RMSE) 
with high sensitivity is used as the evaluation index. 
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Among them, fi is the actual load, if̂  is the forecasting 
load 

Experimental results and analysis 

The experiment environment is composed of 5 computers 
with the same configuration. Each computer CPU is Intel 
Core i5-4590, main frequency 3.30 GHz, memory 4GB 
and hard disk 500GB. The experimental data are derived 
from the historical load information and weather 
information of a certain area in Guangdong Province, 
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covering the partial load values from 20 July to 30 July 
2018 and the weather data from July 21 to July 31, 2018. 
The collection period of load information is 15 min. The 
weather information includes the highest temperature, the 
lowest temperature and the weather characteristic, in 
which the weather characteristic includes the sunny day, 

the cloudy day, the rainy day denoted with 0, 0.5, 
1respectively. The above experimental data are used as 
model training data to predict the power load on July 31, 
2018. Partial training data set as shown in Table 1 [14].  

 

 

TABLE I Partial training data sets 

Date 
2016 2017 2018 

7/20 ··· 7/30 7/20 ··· 7/30 7/20 ··· 7/30 7/31 

Load 

0.2461 ··· 0.2217 0.2531 ··· 0.2305 0.2123 ··· 0.2119 - 

0.2243 ··· 0.2025 0.2316 ··· 0.2113 0.2012 ··· 0.1963 - 

0.2122 ··· 0.1968 0.2213 ··· 0.2012 0.2001 ··· 0.1923 - 

··· ··· ··· ··· ··· ··· ··· ··· ··· - 

0.8148 ··· 0.8632 0.8863 ··· 0.8906 0.8019 ··· 0.8179 - 

0.8226 ··· 0.8328 0.8654 ··· 0.8738 0.8136 ··· 0.8229 - 

maximum 
temperatu

re 
- ··· 0.2426 0.2385 ··· 0.2321 0.2316 ··· 0.2317 0.2362 

minimum 
temperatu

re 
- ··· 0.3032 0.3125 ··· 0.3162 0.2977 ··· 0.2936 0.3026 

Weather 
characteri

stics 
- ··· 0 1 ··· 1 0 ··· 0 1 
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The results and analysis are as follows: 

The first step is to analyse the performance of 
parallel computing. 

Due to the limited amount of experimental data, the 
original data set is artificially expanded to 10.24 
GB, for parallel computing performance testing 
through a distributed cluster of five computers. One 
of them acts as the primary node and the other 
computers as data nodes. In addition, an open 
source java persistence plug-in, Data Nucleus, 

which is easy to integrate and develop, is used to 
integrate the experimental data sets into the Hadoop 
cluster. The comparison between the parallel 
algorithm and the traditional algorithm is shown in 
fig.3. When the sample data is small (< 1000), the 
difference of the prediction time of the two 
algorithms is very small, and the computational 
time of the traditional algorithm increases 
obviously with the increase of the amount of data. 
The time used in the parallel computing model 
grows slowly, and its computational efficiency is 
outstanding [15-16]. 
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Fig. 3 Comparison of time consumption between traditional algorithm and parallel algorithm 

 

Step two, load forecasting results 

The experimental results are as shown in Table 2 
and figure 4, where Table 2 lists time points, 
forecasted load values, actual load values and root 
mean square error (RMS) data. The average RMS 

error between predicted load values and actual load 
values is only 2.86%. At the same time, it can be 
seen from the comparison curve between the 
forecasted load and the actual load in figure 4 that 
the predicted value is basically consistent with the 
actual value, and the prediction accuracy of this 
model is quite high [12]. 
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TABLE II Load forecasting errors 

time point predicte
d value 

actua
l 

value 

root-mean-square error 
(RMSE)% 

1 0.2351 0.21
24 

6.12 

2 0.2038 0.19
81 

3.72 

3 0.2009 0.19
32 

4.38 

··· ··· ··· ··· 
95 0.8292 0.81

83 
1.38 

96 0.8155 0.82
33 

-0.92 

average 0.5312 0.52
36 

2.91 
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Fig. 4 Comparison of prediction results 
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Ⅳ. CONCLUSION 

Aiming at the problems of long time consuming and 
poor precision in traditional load forecasting 
methods, this paper innovatively combines power 
big data technology, parallel computing framework 
and deep belief network algorithm, proposes a 
parallel load forecasting method. Based on the 
pre-processing data of historical load information 
and weather information, the DBN network model 
is trained in parallel, and the training model is built 
in Hadoop distributed cluster, which effectively 
improves the accuracy of load forecasting. At the 
same time, the prediction time is greatly reduced by 
parallel computation. With the development of 
micro-grid, the grid connection of renewable energy, 
such as photovoltaic power generation, wind power 
generation and so on, makes it more difficult to 
predict the load change, which puts forward higher 
requirements for load forecasting methods. For this 
research, the future development direction and 
prospects are to improve the forecasting methods 
with the prediction of PV generation, wind power 
generation and load forecasting after 
grid-connected and apply deep learning algorithm 
to other problems in power system. 
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