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Abstract:- The Bank Marketing data set at 
Kaggle is mostly used in predicting if bank 
clients will subscribe a long-term deposit. We 
believe that this data set could provide more 
useful information such as predicting whether a 
bank client could be approved for a loan. This is 
a critical choice that has to be made by decision 
makers at the bank. Building a prediction model 
for such high-stakes decision does not only 
require high model prediction accuracy, but also 
needs a reasonable prediction interpretation. In 
this research, different ensemble machine 
learning techniques have been deployed such as 
Bagging and Boosting.  Our research results 
showed that the loan approval prediction model 
has an accuracy of 83.97%, which is 
approximately 25% better than most state-of-
the-art other loan prediction models found in the 
literature. As well, the model interpretation 
efforts done in this research was able to explain a 
few critical cases that the bank decision makers 
may encounter; therefore, the high accuracy of 
the designed models was accompanied with a 
trust in prediction. We believe that the achieved 
model accuracy accompanied with the provided 
interpretation information are vitally needed for 
decision makers to understand how to maintain 
balance between security and reliability of their 
financial lending system, while providing fair 
credit opportunities to their clients. 
 
Keywords:- loan prediction; machine learning; 
ensemble learning; decision trees; model 
interpretation 
 

I. INTRODUCTION 
Various machine learning algorithms have been 
used effectively in many applications in banking. 
Some applications have focused on the banking 

security area for fraud detection using reinforcement 
learning as well as deep learning techniques [1,2,3]. 
Among those techniques were Decision Tree (DT), 
deep learning, Artificial Neural Networks (ANN), 
which were used to detect frauds in internet banking 
transactions. Another application focused on the 
counterfeit of Banknotes using DT, ANN and 
Support Vector Machines (SVM) techniques [4,5]. 
The rules induced by the DT models were accurate 
enough to help in distinguishing between original 
and counterfeit Banknotes. 

There were several applications that addressed 
the Kaggle Bank Marketing data set. It worth 
mentioning that the earliest work done on the Bank 
Marketing data was conducted by a group of 
researchers, who are considered the original creators 
of this data [6,7]. They tried to build a prediction 
model for the success of telemarketing calls that sell 
bank long-term deposits. Their original data had 
around 150 features, but they used feature 
engineering techniques to reduce them to 22 
features. They have designed four different machine 
models:  ANN, SVM, DT and logistic regression 
(LR). They have used two common performance 
evaluation metrics:  the area of the receiver 
operating characteristic curve (AUC) and the area of 
the LIFT cumulative curve (ALIFT). Best results 
were obtained for the ANN model with an AUC of 
79% and an ALIFT of 67.2%. Their work had 
valuable findings that were of importance, 
especially after the 2008 financial crisis, to help 
decision makers at the Portuguese retail bank to 
drive a successful long-term deposit marketing 
campaign for selected clients. 

A few researchers tried to improve prediction 
accuracy obtained by different machine learning 
models that was due to a data imbalance problem 
[8,9]. They have used Synthetic Minority 
Oversampling Technique (SMOTE), which is a well 

You can start talking about 
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known approach that is capable of achieving 
balance in the analyzed data to improve prediction 
accuracy. Their target was to explore the 
possibilities of finding different strategies that could 
improve the bank marketing campaign. The use of 
SMOTE approach paid off as it achieved an 
accuracy of 90.81% for the Rotation Forest DT 
model. A few other research efforts have handled 
the Bank Marketing data set using different machine 
learning techniques, but eventually shared the same 
goal with the previous studies [10,11]. Those 
researchers used different classifiers such as MLP, 
DT, RF, and LR. For some studies, RF classifiers 
achieved an accuracy of 87% prediction ability, 
while others achieved 95.3% using the Radial Basis 
Function ANN. 

Generally, in the reviewed literature, most of the 
applications focused on predicting whether or not 
the client will subscribe a long-term deposit. The 
major challenge that most researchers had to deal 
with is data imbalance, and most of them proposed 
different strategies to solve this problem to improve 
model prediction accuracy. However, we believe 
that this data set is rich and could be seen from a 
different angle to get more insight into other 
patterns hidden within the data. For instance, 
predicting whether or not bank clients could be 
approved for a loan by using the already given client 
loan observations provided in the data set.  These 
predictions could help, for example, the decision 
maker to target and approach, by marketing, bank 
clients with no loans; instead of just marketing only 
for subscribing a long-term deposit. This approach 
is new and is expected to provide useful information 
to decision makers at the bank as they decide to 
grant loans to their clients. 

There are a few other research articles that 
focused on the loan approval process using other 
data sets [12,13,14,15]. These data sets, also 
available at Kaggle, are based on peer to peer (P2P) 
lending companies such as Dream House Finance 
and Lending Club.  These companies are different 
from banks and they represent a bridge between 
investors and borrowers with interest rates that are 
higher than the banks. The attributes in these data 
sets intersect with a few direct marketing data set 
attributes such as: balance, default status, marital 
status, and education. However, the P2P lending 
process is not stable for lenders and borrowers and it 
does not provide a compensation plan like the bank 
in case of the collapse of the lending platform 
[16,17]. That is why in this research we preferred to 
conduct our analysis on real bank collected data to 
guarantee that predicted loan approval decisions are 
more robust. 

 It worth mentioning that research articles which 
investigated the P2P lending process shared same 
ensemble machine learning techniques used in our 
research. As well, in a few cases, the results 
obtained in these research articles were comparable 
to our research results. In the results section, a 
comparison with the state of the art results of the 
abovementioned research is going to be discussed. 
On final comment one the available research in the 
literature is that the focus was on getting higher 
accuracies, but no prediction interpretations were 
provided. We believe that interpretation of the loan 
prediction decision is essential especially in a high-
stakes decision like the bank loan approval. 

This paper focuses on the Bank Marketing data 
set with the intention of achieving the following 
main objectives: (1) to understand the Bank 
Marketing data set from a new different perspective 
that has not been investigated before by analyzing 
loan approvals. (2) to build ensemble machine 
learning classifiers and to improve its accuracy to 
achieve the best prediction model. (3) to interpret, as 
much as possible, the designed classifiers using the 
rules induced by DT models to develop trust in the 
designed machine learning models. 

This paper is structured as follows: section two 
lists the methods used in this paper. Section Three 
shows data pre-processing and feature selection. 
Section four covers results and discussion, and 
finally, section Five concludes the presented work. 

 
II. METHODS 

A few ensemble machine learning techniques have 
been deployed such as Bagging, Boosting, 
LogitBoost, and Random Forests [18,19,20,21,22]. 
The DT machine learning model was mainly used 
during models' interpretations. In general, during 
analysis in this research, a 10-fold stratified cross 
validation method was implemented to evaluate the 
performance of the designed machine learning 
models. In the following section, the methods 
behind the used ensemble techniques are going to be 
explained. 
 
A. Bagging and Boosting 
Bagging and Boosting are among the most popular 
techniques used in machine learning ensemble 
methods. Bagging creates and trains different 
classifiers on the training set samples of size N that 
are randomly sampled with replacement from the 
original data set of size N. Therefore, some training 
examples may be repeated in those training data 
samples that are going to be used for training the 
classifiers. Eventually, after training these 
classifiers, we can predict the class of a new 
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example by performing majority voting of the 
ensemble of solutions. 

Mathematically, in our research, we have a data 
set S of size N, where S = {(x1, y1),… , (xN, yN)}. 
Using the bagging method, we constructed M 
classifiers hm based on the bootstrap method and 
drew samples {Sm} with replacement. As we train 
the base learners hm using the samples Sm, the 
majority voted output H(x) could be given by the 
following equation, where, I(hm(x) = y)is an 
indicator function of the event hm(x) = y. 

𝐻(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑦∈𝑌 ∑ 𝐼(ℎ𝑚(𝑥) = 𝑦)𝑀
𝑚=1     (1) 

On the other hand, the boosting method used in 
our research was designed differently. Boosting has 
been modified by many researchers leading to the 
AdabBoost method. In essence, that method focuses 
on the weak learners of every iteration over the data 
set S = {(xi, yi), i = 1…n} with n examples. During 
each iteration t, the algorithm tries to find a new 
classifier ht: x → y while minimizing an error δt 
over the data set St . Throughout the iterations, the 
AdabBoost method gives more weight to the week 
learned examples, but on the other hand, gives less 
weight to the correctly classified ones. These 
weights are initialized before starting iterations to 
W1(n) =

1

N
, n ∈ {1,2,… , N}. In each iteration, we 

train a base learner hm using the data set S with 
distribution Dmand calculate the error δmsuch that: 

𝛿𝑚 = ∑ 𝑊𝑚(𝑖)(1 − 𝑦𝑖,𝑚)𝑁
𝑖=1     (2) 

𝑦𝑖,𝑚 = {
1, 𝐷𝑚 𝑔𝑖𝑣𝑒𝑠 𝑡ℎ𝑒 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑙𝑎𝑏𝑒𝑙

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
    (3) 

It worth mentioning that δm ∈ (0,0.5), therefore, 
in case that δm ≥ 0.5, the weights Wm(i) are 
initialized to 1. Then, we calculate a parameter αm 
that will be used to calculate the new weight for the 
iteration m + 1: 

𝛼𝑚 =
1−𝛿𝑚

𝛿𝑚
    (4) 

𝑊𝑚+1(𝑖) =
𝑊𝑚(𝑖)𝛼𝑚

(1−𝑦𝑖,𝑚)

∑ 𝑊𝑚(𝑗)𝛼𝑚

(1−𝑦𝑗,𝑚)
𝑁
𝑖=1

    (5) 

The AdaBoost algorithm stops the ensemble 
construction process, presumably, at an iteration T, 
resulting in an ensemble learner of the classifiers 
h1to hT. The Final classifier output could be given 
by: 

𝐻(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑦∈𝑌 ∑ 𝑙𝑜𝑔
1 − 𝛿𝑚

𝛿𝑚
𝐼(ℎ𝑚(𝑥) = 𝑦)

𝑀

𝑚=1
    (6) 

 
B. Logistic Regression and LogitBoost 
LogitBoost is a Boosting algorithm that applies LR 
for its created base learners, while fitting its 
generalized additive model to the training data. In 
this research we are using an ordinal class variable, 
y, with two values: yes for a client who has a loan 
and no for a client who does not have a loan. In LR, 
for n independent variables x1,x2, … xn, we find the 
probability p that a client will be granted a loan. 
Then, we apply logistic transformation, logist(y), 
that will find the linear relationship between the log 
odds and the n independent variables, or 
x predictors, by having: 

𝑙𝑜𝑔𝑖𝑠𝑡(𝑦) = 𝑙𝑛
𝑝

1−𝑝
    (7), therefore, 

𝑙𝑜𝑔𝑖𝑠𝑡(𝑦) = 𝛼𝑜 + 𝛼1𝑥1+𝛼2𝑥2 + ⋯+ 𝛼𝑛𝑥𝑛    (8) 

In order to perform prediction, we needed to 
estimate the coefficients:  αo, α1, … , αn using a 
statistical method such as the maximum likelihood 
estimation. For the entire sample data, the maximum 
likelihood function could be given by: 

𝐿(𝛼|𝑦) = ∏ 𝑝𝑖
𝑦𝑖𝑛

𝑖=1 (1 − 𝑝𝑖)
1−𝑦𝑖    (9) 

Recalling the earlier explanation in this section 
for the theory behind Boosting, LogitBoost is 
basically seeking an additive LR model for its base 
learners. At iteration M, the created additive 
function is: 

𝐹(𝑥) = ∑ 𝑓𝑚(𝑥)𝑀
𝑚=1         (10) 

As the trend in boosting, iterations start with 
Wi =

1

N
, n ∈ {1,2, … , N}, F(x) = 0, p(xi) = 0.5. We 

calculate the weight wi and the working response zi 
as follows: 

𝑤𝑖 =  𝑝(𝑥𝑖)(1 − 𝑝(𝑥𝑖))    (11) 

𝑧𝑖 =
𝑦𝑖−𝑝(𝑥𝑖)

𝑝(𝑥𝑖)(1−𝑝(𝑥𝑖))
    (12) 

Then, we repeat fort t iterations, t = 1,2,… , T, 
while fitting ft(x) by a weighted least-square 
regression from zi to xi using the calculated weights 
wi

′s. As we update F(x) iteratively, we end up at 
iteration T with our output classifier: 

𝑠𝑖𝑔𝑛[𝐹(𝑥)] = 𝑠𝑖𝑔𝑛[∑ 𝑓𝑡(𝑥)𝑇
1=1 ]   (13) 
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One major advantage of DT, unlike most other 
machine learning models, that it is transparent as 
you can follow its hierarchical structure to 
understand how a prediction decision took place. In 
DT, Entropy measures disorder in the data, and can 
give an indication of how untidy the data is. For that 
reason, it is used as an algorithm to tidy the data by 
separating it and grouping the samples in the classes 
they belong to. A data set could be considered 
ordered, or tidy, when all the data items in it share 
the same label and is considered untidy if it has a 
blend of items with different labels. The DT 
algorithm utilizes the Entropy equation to ensure 
that each sub data group is in order and carries a 
similar label. Next, the information gain, Gain, is 
computed, and the best attribute with the highest 
gain is utilized as a node for further branching down 
the tree. Given a node, attribute, split argument S⃗  by 
a certain value i, Entropy could be calculated using 
the following equations: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆 ) = −∑
|𝑆𝑖|

|𝑆 |

𝑛
𝑗=1  log (

|𝑆𝑖|

|𝑆 |
)    (14) 

And the overall Gain is calculated for an attribute j 
as: 

𝐺𝑎𝑖𝑛(𝑆 , 𝑗) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆 ) −  𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑗/𝑆 )    (15) 

The DT classifier that we have discussed so far is 
the basic building block of the RF classifier. It 
applies the Bagging method discussed earlier to a 
group of tree learners over a data set Dn. In 
principle, the Random Forest classifier consists of 
M randomized DT's, where the predicted value of a 
new query sample p is denoted by mn (p; Sj, Dn). 
S1to Smrepresent the features for each data sample 
of the data set Dn. Since we are building a 
classification model in this research, the final RF 
model could be given by a majority voting among 
the M DT's: 

𝑚𝑛 (𝑝; 𝑆1, … , 𝑆𝑚, 𝐷𝑛) = {
1,

1

𝑀
∑ 𝑚𝑛 (𝑝; 𝑆𝑗 , 𝐷𝑛) ≥ 0.5𝑚

𝑗=1

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
    (16) 

 

D. Model Evaluation Metrics and Interpretation 

Approach 

Table 1. Confusion Matrix Parameters 
  Actual 
  Positive Negative 

Predicted 
 

Positive TP FP 
Negative FN TN 

 

In our research, confusion matrix was used for 
model evaluation, because it gives a summary of the 
performance of each machine learning model 
[23,24]. Table 1 shows a few parameters such as 
True Positive values (TP), True Negative values 
(TN), False Positive values (FP), and False Negative 
values (FN).  Based on these parameters, model 
accuracy has been calculated using the following 
evaluation metrics: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
       (17) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(18) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
            (19) 

𝐹1𝑆𝑐𝑜𝑟𝑒 = 2 (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
) (20) 

 
For model interpretation, using black-box models 

versus using white-box models has been considered 
an important debate, especially for certain high-
stakes decisions [25,26,27]. In our case, for the 
Bank Marketing data, deciding whether or not to 
approve a loan could be considered a high-stakes 
decision that would commit the client for regular 
deposits and many other financial benefits to the 
bank. DT is considered to be a white-box model, 
and it is well known for its ability to interpret 
predictions of most black-box machine learning 
models [28,29]. Therefore, the DT model induced 
rules could be used to explain to the decision 
makers at the bank why certain loan decisions are 
made; given that its performance is comparable to 
the other deployed black-box models. Eventually, 
we are not only seeking high models' accuracy, but 
also we need to balance that with a reasonable 
model interpretation, while avoiding over-fitting. 
 

III. DATA PRE-PROCESSING 
Searching available Bank Marketing data sets, it 
was found that the Bank Marketing data set at 
Kaggle is one of the frequently analyzed data sets 
using machine learning techniques. In essence, there 
were two data sets at Kaggle related to bank 
marketing direct campaigns. The full data set has 
around 45,211 data instances with 20 features, out 
of which 10 were numeric features and 10 were 
categorical. The full data set was designed to be 
used for predicting whether or not the bank client 
will subscribe a long-term deposit. In this research, 
the focus is on the client's data that is believed to 
influence decision maker's choice of whether to 
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approve a loan or not. As shown in table 2, only a 
subset of the features was used: age, job, marital, 

education, default, balance, loan, and housing. By 
conducting an initial investigation of the data set, 
there were no missing values found in all the chosen 
attributes. 
 
 

Table 2. Feature Descriptions for the Bank Marketing Data 
 

Feature Name Description Type 
age Age in years Numeric 
Job Type of occupation Categorical 
marital Marital status Categorical 
education Educational level Categorical 
default Has credit in default? Categorical 
balance Bank account balance Numeric 
housing Has housing loan? Categorical 
loan Has a personal loan? Categorical 

 
 
The main analysis tools that have been used in 

this research are the Python language and the 
Waikato Environment for Knowledge 
Analysis (WEKA) machine learning workbench 
[30]. To perform feature selection, further analysis 
was conducted to understand feature importance of 
the Bank Marketing data set. It was necessary to 
perform feature importance analysis using ensemble 
method of DT. This method compares the 
performance of the designed machine learning 
model with and without a specific feature out of the 
chosen seven features. As shown in the in Fig. 1, 
feature importance values ranged between 0.004 for 
the housing feature to 0.71 for the balance feature, 
which is considered for the designed DT model to 
have the most predictive value. 

 

Fig.1. Significant Features 
 

As we analyzed the Bank Marketing data set, 
there were two numeric attributes: age and balance, 
see Fig.2 and Fig.4. In our initial steps building the 
DT interpretation models, it was noticed that there 
were a few feature nodes repeated down the trees. 
Certainly, there would be no problem if the node is 

repeated but in a different branch; however, for 
example, the balance attribute repetition was within 
the same branch leading to confusion during 
deducted rules' interpretation. Nevertheless, this is 
an expected behavior during tree construction when 
some features are numeric.  

To overcome that aforementioned node 
repetition problem, data transformation was 
performed on those two numeric attributes: age and 
balance, by converting them into categorical 
variables. The choice of the numbers of categories 
was a challenge, especially for the balance attribute. 
Starting from the number of bins=5 to number of 
bins=50, many trials have been made, as we studied 
the balance attribute distribution, to carefully choose 
the suitable number of bins. A choice of number of 
bins=6 seemed to be a reasonable choice to be able 
to use a suitable and limited number of categories 
during our DT machine learning model design. Fig. 
3 and Fig. 5 show the new distributions after 
attribute transformation from numeric to categorical. 

 

Fig.2. Age Attribute. 

 

Fig.3. Age Categories. 
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Fig.4. Balance Attribute. 
(Range: -3000 to 3000, 15 bins) 

 

Fig.5. Balance Categories. 

 
IV. RESULTS AND DISCUSSION 

Recalling Fig. 1, by using feature importance 
analysis, the balance attribute had the highest rank, 
while the default attribute had the lowest rank. To 
settle on the best set of attributes, detailed analysis 

had to be conducted by comparing the effect of each 
feature set on different machine learning models' 
performances. 

For loan approval prediction, table 3 shows 
models' performances for different ensemble 
machine learning techniques such as AdaBoost, 
LogitBoost, Bagging, and Random Forest. As an 
overall comment on table 3, all the deployed 
ensemble methods had almost comparable 
performances; however, Boosting techniques 
performed slightly better than the Bagging 
techniques. The best performance was achieved by 
the LogitBoost model yielding approximately 84% 
accuracy and that performance is achieved when all 
the seven data set features were used. However, 
most deployed ensemble models performed better 
when the number of features was reduced to the 
balance, age, and job attributes.  Despite the fact 
that ensemble techniques are renowned for its high 
performance, the nature of the collected features' 
observations in that subset of the Bank Marketing 
Data does not support accuracy higher than 84%. 

We compared our obtained results with the state-
of-the-art results found in the literature, see table 4. 
Our best classification results, average of 
approximately 84%, performed almost 25% better 
than other studies in most of the ensemble 
techniques used. The performance of Bagging 
techniques models in our study was so close to 
study of Papouskova and Hajek corresponding 
results, however in that study, the performance of 

Table 3. Personal Loan Prediction Models' Performance with Different Selected Features 
 

No. Features Performance AdaBoost LogitBoost Bagging Random Forests 

1 All Features Accuracy 
F1-Score 

83.98 
76.7 

83.96 
76.7 

83.94 
76.7 

83.81 
77 

2 All, Except default Accuracy 
F1-Score 

83.98 
76.7 

83.98 
76.7 

83.95 
76.7 

83.89 
76.8 

3 All, Except default, 
marital& education 

Accuracy 
F1-Score 

83.98 
76.7 

83.98 
76.7 

83.97 
76.7 

83.92 
76.7 

4 age, job, balance Accuracy 
F1-Score 

83.98 
76.7 

83.98 
76.7 

83.98 
76.7 

83.96 
76.7 

 
Table 4. Comparing Loan Prediction Models' Performance  with State-of-the-Art Results 

No. Research Study Performance AdaBoost LR MLP LogitBoost Bagging RF 

1 Our best Classification Results 
Loan Approval Prediction 

Accuracy 
F1-Score 

83.98 
76.7 

83.94 
76.7 

83.84 
76.7 

83.96 
76.7 

83.94 
76.7 

83.81 
77 

2 Papouskova and Hajek (2019) 
Loan Approval Prediction 

Accuracy 
AUC 

66.9 
73.05 

69.77 
76.80 

N/A 
N/A 

68.22 
75.48 

82.39 
90.04 

87.97 
95.30 

3 Song et al. (2020) 
Loan Approval Prediction 

Accuracy 
AUC 

75.62 
52.24 

56.30 
56 

72.45 
48.92 

N/A 
N/A 

N/A 
N/A 

77.01 
57.95 

4 Moscato et al (2020) 
Loan Approval Prediction 

Accuracy 
AUC 

N/A 
N/A 

77 
68.5 

77.1 
70.4 

N/A 
N/A 

N/A 
N/A 

77.3 
72 
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their RF model performed better than ours. 
However, further interpretation analysis needed to 
be implemented as bank decision makers could be 
concerned with understanding the logic behind the 
loan approval models' predictions.  

The interpretation given by the DT model 
showed some promising decision rules. The 
generated tree size was huge and hard to be put in 
one graph. Therefore, a smaller reduced-size sub-
trees were chosen to show some possible model 
interpretations. The chosen sub-tree is branching out 
of previous leaves' splits at balance=NegBal, 
default=yes, and job=administrator. It shows a 
critical situation, where a client who works as an 
administrator has a negative balance and his credit is 
at default. A few promising rule chains have been 
generated stating that a personal loan could be 
granted to: clients whose education is tertiary, 
clients who are middle-age, married and have a 
secondary degree, but on the other hand, denied 
clients whose education status is unknown, see 
figure 6. It was also noticed that node splitting on 
the default feature appeared early at the personal 
loan prediction model. That is a good interpretation 
clue to the decision maker as it gives credit default 
an early attention during the decision making 
process. 
 

V. CONCLUSION AND FUTURE WORK 
In this paper, a new different insight into the Kaggle 
Bank Marketing data was proposed. The Bank 
Marketing data set has been analyzed and loan 
approvals prediction models have been designed. 
Our best classification results had an average of 
approximately 84%. The used Boosting algorithms 
performed better than other studies by 

approximately 25%, while the Bagging algorithms 
had a comparable performance with the other 
studies. 

The designed DT model, as a white-box model, 
was informative as it interpreted, for example, one 
of the critical cases that a decision maker at the bank 
may encounter, which renders it advantageous over 
other black-box models, especially for this high-
stakes loan decision. The provided interpretation 
information is vitally needed for bank decision 
makers to understand how to maintain balance 
between security and reliability of their financial 
lending system, while providing fair credit 
opportunities to their clients. 

In future work, perhaps researchers can try 
different techniques to improve the performance of 
the loan prediction models using Deep Learning for 
example. Other researchers can work on designing 
the housing mortgage loan prediction models by 
analyzing the data using the housing attribute as a 
class label. 

In general, given the efforts done so far, we 
believe that the objectives of this research have been 
achieved. It is anticipated that the use of the 
previous findings will be useful to the machine 
learning community in general, and to the bank 
marketing decision maker in particular. As well, the 
introduced analysis approach could open new 
directions by showing the process of leveraging the 
information gained from different investigated data 
sets that are being analyzed every day. In that sense, 
a data that is collected for a specific purpose could 
be useful to some extent for another constructive 
purpose. 

 

 

Fig.6. Sub-Tree Interpretation for the Personal Loan Approval Prediction Model. 
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