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Abstract: - We are living in Industry 4.0 era where 

enormous data need to be stored and processed. 

Though hardware is also becoming more abundant, 

its limitation in medium transmission speed and 

memory storage still beats this need.  Therefore, 

data compression seems always an emerging 

necessity. Another big threat to data is also the 

unauthorized access especially while dealing with 

sensitive data. In this paper, we introduce an 

enhancement of a 2D signals compression with 

security tools through cryptography. Spiral path 

compression technique uses data representation 

through combinations to achieve satisfactory lossless 

compression rate but it also offers intrinsic 

encryption of data. Instead of representing an image 

as a matrix of pixels, we represent it through a group 

of index numbers, each belonging to a part of the 

image called mini-images. Every index is performed 

through a spiral path inside the mini-image starting 

from the most repeated pixel value. The histogram 

not only helps on defining these starting points of 

spirals but also decreases the number of bits needed 

to represent the index. Since there are many starting 

points possible for each mini-image, we use a 

random distribution to decide which of them to be 

selected.  We also use a matrix of private keys to 

make possible the protection of the image from 

unauthorized use. We conclude that using this 

technique, we can achieve satisfactory compression 

rates compared to actual compression rates used 

nowadays and many other cryptographic 

possibilities are available for future studies. 
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Ι. INTRODUCTION 
New technologies have improved the user’s services 
significantly while processing enormous amount of 
data. We can easily see their implementation in Industry 
4.0 [1], industrial internet of things [2], artificial 
intelligence [3], big data [4] and many other fields. 
However, the advancement of data storage technologies 
and network transmission media are still far away from 
the needs of such amount of data availability.  

Therefore there is always need for techniques for 
data compression. There are different types of data in 
real world but all of them are represented as arrays of 
samples in the digital world: 1D (text, audio), 2D 
(images) and 3D (3D images) in 1D, 2D and 3D arrays 
of binary samples respectively. 

Images are important data types not only for their 
relevance (transmitted television or satellite pictures, 
medical or computer storage pictures and much more) 
but especially because they tend to be larger and larger 
in size as per quality demands.  

To minimize the size in images we could use two 
approaches: lossless compression and lossy 
compression. While lossless compression does not 
reduce the quality of the image and after reconstruction, 
we obtain a replica of the original image; lossy 
compression removes some of the redundancy to 
decrease the image size. This redundancy removal is not 
revertible. We sacrifice from the image quality but it is 
worthy compared with compression rates obtained. 
While lossless compression is a necessity in medical 
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imaginary application or space research studies, lossy 
compression is widely used in general applications as in 
web applications photo and video cameras, video 
streaming. The lossy compression takes advantage of 
imperfection of visual system by removing what it is 
considered redundant or irrelevant [5]. 

In addition to compression of data, we need to secure 
the data while it is being transmitted. In industry 4.0, 
industrial devices are connected together through the 
internet and data is transmitted among them sometimes 
using untrusted connections and devices.  This 
transmission needs to be secured especially in big data 
among manufactured parts [4].   

The spiral path technique is pretty simple to 
implement and its compression rate is significantly 
better than the actual ones but what is important in this 
is its opportunity to implement also data protection 
features quite easily. With this paper, we are 
implementing a level of protection on images by 
modifying the Spiral path technique with data 
protection features. Images (2D signals) are taken into 
consideration, but it can be implemented in any 
electronic signal.  

 
 

II. LITERATURE REVIEW 
Images are compressed frequently for use in different 
contexts.  Across the internet, in industry 4.0, images 
are transferred across different industrial systems all the 
time and need to be of acceptable sizes so that the 
transfer is efficient enough.  Also, people save images 
on different platforms with limited storage sizes.  We 
find that image compression is necessary and has been 
done for long time.  Also, there has been some 
challenges in securing and protecting the images as 
types of data widely used across the network 

Here, we do some review of existing image 
compression techniques as well as data encryption 
methods for industrial internet of things. 

Two types of image compression exists: lossless and 
lossy.  In lossless image compression, the image is 
compressed such that when it is uncompressed back, it 
will be exactly the same as the original image.  In lossy 
image compression, the image is compressed such that 
some of its pixels values may be lost.  In such case, the 
uncompressed image is not as precise as the original 
image.  The advantage of this kind of compression is 
that the compression rate will be higher.  Some 
applications can afford to have lossy compression hence 
making use of the resulting considerable savings in the 
sizes of the images. 

The most common lossless image compression 
techniques are Hoffman coding [6], arithmetic coding 
[7] [8] and lossless predictive coding [9].  However, the 
compression rates in these techniques are low. 

Their compression rate cannot exceed a compression 
factor of 2:1. The compression technique we are using 
in this research paper named Spiral Path offers a fixed 
compression ratio of 4:1 [10] lossless and 5.33:1 lossy 
[11]. 

There are various approaches to lossy image 
compression such as predictive coding, transform 
coding, vector quantization and neural networks.   

In Predictive coding, one famous kind of prediction 
method is called differential pulse code modulation 
(DPCM).  This method reproduces a pixel using the sum 
of the predicted pixel and a kind of error value known 
as the quantized error value [12] [13].   

In transform coding, the basic transformations used 
are the Discrete Fourier Transform [14] [15], Discrete 
Walsh Hadamard Transform [16], Karhunen-Loeve 
Transform [17] and Discrete Cosine Transform [18]. 

In vector quantization, the compression technique 
uses a dictionary of patterns [19] [20]. 

Neural networks can be applied to the processing of 
visual information such as image compression in our 
case [21] [22] [23]. 

In terms of cyber physical systems in industry 4.0, 
in addition to compressing images, we need to have the 
data transmitted secure and reliable [24].  Different 
applications across the internet are communicating 
images in industries such as healthcare, environment, 
smart cities, and many others.  A secure intelligent 
architecture for big data in healthcare industry 4.0 is 
proposed in [25]. 

 

 

III. DATA COMPRESSION THROUGH 
COMBINATIONS 

A classic approach of images in computer is to represent 
them by a matrix of samples, where each sample is 
expressed by a sequence of bits. Therefore for any 
image, let’s say gray image (each pixel is represented 
by 8 bits) of width W and height H we need W x H x 8 bits 
to be stored in memory.   

The “Data Representation through Combinations” 
[26] presents a different representation of images, a 
single number that represents the index of this image in 
the list of combination among all images of the same 
size. As such, every image can be represented by a file 
containing one numerical value. 

If we consider the smallest set of images with 2 x 2 
pixels (W=2 and H=2) and only 3 gray levels: Pixel 1 
to Pixel 4 as pointed out by Table 1. 

Table 1. Sample image with 4 pixels 

Pixel[0] Pixel[1] 

Pixel[2] Pixel[3] 
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All possible combinations of gray levels in that image 
are listed in Table 2. 

Table 2. All combination, 4 pixels and 3 gray levels 

Combination s[1] s[2] s[3] s[4] 

0 0 0 0 0 
1 0 0 0 1 
2 0 0 0 2 
3 0 0 1 0 
... ... ... ... ... 
7 0 0 2 1 

... .... .... .... .... 
10 0 1 0 1 
11 0 1 0 2 
.... .... .... .... .... 
18 0 2 0 0 
... .... .... .... .... 
27 1 0 0 0 
... .... .... .... .... 
54 2 0 0 0 
.... .... .... .... ..... 
60 2 0 2 0 
.... .... .... .... ..... 
70 2 1 2 1 
.... .... .... .... ..... 
76 2 2 1 1 
77 2 2 1 2 
78 2 2 2 0 
79 2 2 2 1 
80 2 2 2 2 

 
If we use the classical approach to store the image in 

the memory, we would always need: 
 4 pixels x 8 bits/pixel = 32 bits  

However, if we use the index representation of the 
corresponding image from the above table, we can face 
many different scenarios as per the position where the 
image is ordered. 

 For example, if we have the image with index 7 we 
need only 3 bits to represent it instead of 8 bits (4 pixel 
x 2 bits per value) of the conventional case. Adding also 
the info that this image has only 3 gray levels (2 bits for 
it), the result is of size only 5 bits instead of 8.  This 

leads to a compression ratio of 8/5 or 1.6:1. The last 
ordered image with index 80 needs at most 7 bits.  

In general, we know that images are represented 
with a depth of 8 bits per color leading to 256 levels. 
Each pixel may have a value between 0 and 255=L-1 
(where L expresses the color levels). The number of 
combinations is LWxH = 2562x2= 232, which means that 
the index of any image is between 0 and 232-1. To store 
this index in a file, we need between 0 and 32 bits 
(where 32 bits is the worst case). The lower the index 
is, the lower the number of bits is needed to store the 
image. 

Therefore, the compression ratio varies from 
(example: combination # comb-1) 

𝑚𝑖𝑛 =
𝑀×𝑁×𝑟𝑜𝑢𝑛𝑑𝑢𝑝(𝑙𝑜𝑔2(𝐿))

𝑟𝑜𝑢𝑛𝑑𝑢𝑝(𝑀×𝑁×𝑙𝑜𝑔2(𝐿))
: 1                      (1) 

to (combinations 0 and 1): 

𝑚𝑎𝑥 = 𝑀 × 𝑁 × 𝑟𝑜𝑢𝑛𝑑𝑢𝑝(𝑙𝑜𝑔2(𝐿)): 1                  (2) 
 
Thus, depending on the combination, the 

compression ratio may be low (min) or very high (max). 
For more details, you can refer to the original paper 

[26]. 
If we extract the histogram of the image, we can 

improve further the numbers in other approaches. First, 
having repeated pixels brings fewer combinations 
which leads to fewer bits.  Also, an image might not 
have all grey levels therefore and we do not need to 
include all combinations [27].   

Theoretically, the data representation through 
combinations seems an excellent opportunity on image 
compression. However, the nowadays images tend to be 
big in terms of MB, and since the index number tends 
to increase exponentially, it cannot be processed due to 
hardware limitations. To give life to this theory we must 
divide the image in smaller chunks and find the index 
of each piece.  

 
 

IV. SPIRAL PATH 
Any signal despite in how many dimensions we 
perceive it, in computer memory it is saved as a 1D 
signal in binary format. For images, the conventional 
approach is to place the image rows one after the other. 
In spiral path, a different way of transformation is used, 
moving through a spiral path over the image pixels as 
shown in Fig. 1 and Fig. 2. 
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Fig. 1. Gray image with size (5 * 4) 

 

Fig. 2. Storing image in a spiral path 

According to the idea of variability or “The Principle 
of Image Compression” [28] which is based on real 
images behavior, neighbor pixels tend to have similar 
color (gray level). By adopting this idea, we can take 
advantage of both, histogram and variability methods. 
Spiral path starts from the highest repeated pixel and 
continues as per a spiral to form a 1D stream of pixels 
with middle variability. After the spiral path, a second 

transformation is done to the original idea of data 
representation through combinations. The combination 
table is organized starting not from 0 but from middle 
variable image. The middle variable image is the image 
starting from the most frequent gray level. The pixels 
differ from the first pixels as shown in Fig 3. 

As per these modifications, it has been proved that 
the image may not be arranged in the beginning of the 
table of combinations but obviously near it.  

Since the start point is the most frequent pixel, it has 
been concluded that the best option to obtain the highest 
compression rate is to start with the pixel which leads 
the image with the lowest variability. 

𝑓(𝑥) = ∑ (
|𝑎(𝑖) − 𝑎(𝑖 − 1)|

𝑁
)

𝑁

𝑖=1

= 𝑚𝑖𝑛           (3) 

For more details on this method or how to get better 
compression rate rearranging indexes, you can refer to 
the original paper. 

Spiral path technique obtains a compression rate of 
4:1 without loss. In the lossy version where we scarify 
two last significant biplanes, a compression ratio of 
5.33:1 is achieved. The loss is insignificant with PSNR 
greater than 42.69 and similarity index SSMI index over 
98%. 

Fig. 3. Middle variable image 

V. PROPOSED APPROACH: ENCRYPTED 
SPIRAL PATH 

In the above sections, we mentioned that the start 
point of the spiral path is the most frequent pixel and 
to optimize the compression rate we use the one 
which builds the lowest variable image. However, if 
we want to enhance this technique with security 
features, we must give up on some optimization.  

Many different ideas may be implemented to 
enhance the technique with protection features. In 
this paper, we have decided to use a random 
distribution function on the selection of the starting 
pixel of the spiral path.  

The starting points’ positions of each mini image 
are saved into a second matrix of private keys. The 
spiral path technique is used in both matrixes, the 
image and the keys one used for optimization.  

The compressed image will have the size (# of 
blocks, (size of a block)2) associated with a second 
matrix of keys (# of blocks, 2).  The usage of random 
distribution and private keys will increase the total 
size of the image. However, this increase does not 
affect much the compression ratio. Still, the 

compression ratio achieved (3.6: 1 for lossless 
compression) is quite satisfactory compared with the 
traditional techniques. 

 
 
A. Spiral path with cryptography algorithm 
To enhance the spiral path with security layer we 
need to modify the algorithm. The new algorithm is 
as follows: 

 
Compression Algorithm: 

1. Divide into blocks ( for each block): 
a. Find the start value through histogram 
b. Apply random function to select the starting 

pixel for each bock 
c. Walk spiral path starting form “Start value” 
d. Build the middle variable image 
e. Calculate the index according to the 

histogram properties 
2.  Save the keys by implementing the same steps 
3.  Assemble the indexes + keys 
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Decompression Algorithm: 

1. Split the blocks by the keys 
2. Divide the indexes 
3. Build the blocks from the spiral 
4. Assemble the original image. 

 
B. Sample Output 
Table 3 presents some examples of images output of 
the implemented software, showing the comparison 
parameters between spiral path with and without 
encryption. The images are illustrated according to 
the following: Image 1, Original image before 
compression. Image two, Decompressed image 
without knowing the encryption keys. Image 3, 
decompressed images if correct keys are used. 

Table 3. Comparison Parameters Between Spiral 
Path with and without Encryption 

 

 

VI. ANALYSIS 
From Table 3, it can be noticed that the algorithm 
used in this research paper is simpler in 
implementation than the original one since there is no 
need for extra calculation for the starting point. It 
leads to a faster execution time and it enhances the 
original technique with a security layer. The 
encryption layer can be implemented in both versions 

 Comparison 
parameters 

Spiral 
path 

Spiral with 
encryption 

Compression ratio 4:1 3.6:1 
Time of execution 14s 8s 
 
 

 Comparison 
parameters 

Spiral 
path 

Spiral with 
encryption 

Compression ratio 4:1 3.6:1 
Time of execution 7s 6 s 

  
Comparison 
parameters 

Spiral 
path 

Spiral with 
encryption 

Compression ratio 4:1 3.6:1 
Time of execution 15s 8s 
 

 Comparison 
parameters 

Spiral 
path 

Spiral with 
encryption 

Compression ratio 4:1 3.6:1 
Time of execution 339s 312 s 
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of Spiral path, lossless and lossy. Here, we analyze 
only the lossless version. 

The increase of the header caused by the 
encryption keys decreases the corresponding 
compression rates with only 10% from the optimized 
version, which means from 4 to 3.6 for lossless 
compression and from 5.33 to 4.8.  

We should not forget that even the lossy version of 
Spiral path is almost lossless with PSNR greater than 
42.69 and similarity index SSMI index over 98%, 
which leads to quite satisfactory trade off in terms of 
robustness.  

To check the position of this technique along with 
the well-known standards, we have taken into 
consideration the data from [29] and derived Table 4. 

The squeeze chart library has lastly been updated 
in October 31 of 2018. It is a rich lossless file 
compression benchmark. Comparison has been made 
with the image data type sheet. Table 4.1 is an 
illustration of RGB data table. 
 The top 6 compressors are listed among 156 
supported. Since the list includes multiple versions 
on the same compressor, only the version with the 
highest compression rate is taken into consideration 
for comparison. 
 

Table 4. Spiral path with encryption in regards to 
other techniques 

Ranking 

Olympus 

 CR 

1 Spiral with encryption  3.6 

2 PAQ8PXD_v34 3.23 
3 EMMA 0.1.21 [x64] 3.18 
4 ZPAQ 6.36 3.16 
5 FP8_v6 3.12 
6 BMF 2.01 3.02 

 

 

 

 

Ranking 

Fuji 

 CR 

1 Spiral with encryption  3.6 

2 EMMA 0.1.25 2.67 

3 PAQ8PX_v120 2.67 

4 ZPAQ 6.36 2.61 

5 STUFFIT API 2.0.672.3563 2.55 

6 FP8_v6 2.54 

 

Ranking 

Sigma 

 CR 

1 BMF 2.01 4.03 

2 GraLIC 1.11 3.93 

3 PAQ8PX_v120 -8 3.89 

4 EMMA 0.1.25 3.89 

5 ZPAQ 6.36 3.81 

6 FP8_v6 3.67 
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Ranking 

Canon 

 CR 

1 Spiral with encryption  3.6 

2 PAQ8PXD_v34 2.92 
3 EMMA 0.1.21 [x64] 2.85 
4 FP8_v6 2.83 
5 .DNG/lossless-JPEG 2.8 
6 BMF 2.01 2.78 

 
 

 
 

Ranking 

Radiograph 

 CR 

1 PAQ8PXD_v34 6.70 
2 EMMA 0.1.24 6.60 
3 EMMA 0.1.4 fast 256MB 6.57 
4 ZPAQ 6.36 6.47 
5 FP8_v3 -7 6.47 
6 FLIF 0.2.0rc16 [x64] 6.24 

 

Ranking 

Humble 

 CR 

1 Spiral with encryption  3.6 

2 BMF 2.01 1.71 
3 EMMA 0.1.25 1.68 
4 GraLIC 1.11 demo 1.68 
5 ZPAQ 6.36 1.67 
6 PAQ8PXD_v34 1.67 

 
 
 
 
 

 

 

Ranking 

Sony 

 CR 
1 Spiral with encryption  3.6 

2 PAQ8PX_v120 -8 2.84 
3 RAW Image Format (.TIFF) 2.82 
4 EMMA 0.1.21 [x64] 2.81 
5 BMF 2.01 2.81 
6 ZPAQ 6.36 2.80 

 
 
It can be easily noticed that for Canon, Fuji, 

Humble, Olympus and Sony, the Spiral with 
encryption leads the list of compressors significantly. 
It is quite worse than many techniques for 
Radiograph where it holds 54th place and is ranked 
the 9th for Sigma.  

As per other image compression tables:  
1. Artificial images – the spiral with 

encryption is not quite satisfactory 
compared with existing techniques since 
they are implementations of mathematical 
patterns. It is better only in 2 out of 4 
samples given in the list. 

2. Photographs, 8-bit Grayscale – the spiral 
with encryption holds first place for MRI 
Ultrasound, and Foveon X.  It holds the 4th 
place for Electron Microscope blood cells 
and the 55th place for catheter. 

3. Textures - the spiral with encryption 
holds first place for texture 1, 4, 5, 6, 7 and 
it holds 8th place in texture 2, and 9th place 
for texture 3. 

To conclude the analysis, we can say that Spiral 
path with encryption offers very satisfactory results 
in terms of compression rate. Furthermore, a favoring 
factor for its advancement from other techniques is 
the added security layer.  

We need to also mention that the time of execution 
is not taken into consideration for the comparison 
since there is no such data present in the library. 

 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING 
DOI: 10.46300/9106.2020.14.120 Volume 14, 2020

ISSN: 1998-4464 948

https://drive.google.com/file/d/0ByLIAFlgldSoMHIyaFlrVk5HQTA/view?usp=sharing
https://encode.ru/attachment.php?attachmentid=5122&d=1503087121
https://drive.google.com/file/d/0ByLIAFlgldSoMHIyaFlrVk5HQTA/view?usp=sharing


References: 

 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING 
DOI: 10.46300/9106.2020.14.120 Volume 14, 2020

ISSN: 1998-4464 949

 

 
VII. CONCLUSION 

Any In Industry 4.0 era, we are facing enormous 

data processing and transmission. There is always 

necessity on new techniques for compression, and 

more for data protection in the different fields 

employed in the Industry such as Artificial 

Intelligence, Big Data, Internet of Things and Deep 

Learning. In this paper, we proposed an 

enhancement of Spiral path compression technique 

with a cryptographic layer of security by using 

random distribution and private keys. The 2D 

signals have been taken into consideration for the 

experiments performed. As per results shown, we 

highlight that using Spiral path with encryption 

offers satisfactory compression rate compared to 

other methods. The proposed technique also 

increases the protection level of the data which is 

considered a major need in nowadays security 

requirements. One concern that can be noticed is the 

time of compression when images tend to be large. 

This is to be considered for future work. 
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