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Abstract- In this paper we consider all possible de-
pendencies that can be built upon similarity-based fuzzy
relations, that is, fuzzy functional and fuzzy multivalued
dependencies. Motivated by the fact that the classical ob-
taining of new dependencies via inference rules may be te-
dious and uncertain, we replace it by the automated one,
where the key role is played by the resolution principle
techniques and the fuzzy formulas in place of fuzzy de-
pendencies. We prove that some fuzzy multivalued de-
pendency is actively correct with respect to given fuzzy
relation instance if and only if the corresponding fuzzy
formula is in line with the attached interpretation. Addi-
tionally, we require the tuples of the instance to be confor-
mant (up to some extent) on the leading set of attributes.
The equivalence as well as the conclusion are generalized
to sets of attributes. The research is conducted by repre-
senting the attributes and fuzzy dependencies in the form
of fuzzy formulas, and the application of fuzzy implication
operators derived from carefully selected Frank’s classes
of additive generators.

Keywords- Fuzzy functional and multivalued depen-
dencies, Frank’s class, fuzzy formulas, fuzzy relations.

I. INTRODUCTION

BESIDES functional dependencies, multivalued depen-
dencies represent yet another integrity constraint that can be
build upon tuples of a database [1].

Simply speaking, a value of an attribute (or values of a
set of attributes) are compared to a set of values attached to
a set of attributes. More precisely, relation instance r is said
to satisfy the multivalued dependency X →→ Y (X multi-
determines Y ) if for each t1, t2 ∈ r, the equality t1 [X] =

t2 [X] yields that there is some t3 ∈ r, such that t3 [X] =
t1 [X], t3 [Y ] = t1 [Y ], and t3 [(X ∪ Y )

c
] = t2 [(X ∪ Y )

c
],

with (X ∪ Y )
c the complement of X ∪ Y in the universal set

of attributes.
So, multivalued dependencies are formulated in the same

way as the remaining constraints in relational databases. As
in the case of functional (fuzzy functional) dependencies, the
transition from classical to fuzzy case is accomplished in [2].
The approach is adapted in a way to include precise and im-
precise dependencies by accepting a [0, 1]-value designated as
a linguistic strength of the dependency. The inference rules
are given, and are shown to be consistent, sound and com-
plete.

Generally, not so much is done to describe and formally
define fuzzy multivalued dependencies. Besides [2], the au-
thors in [3] argue that any fuzzy multivalued dependency
should have a threshold valued θ, such that each time tu-
ples are more similar than θ, the dependency should check
whether or not the third tuple exists. The approach [2] sim-
plifies things and removes the threshold value, however.

The authors in [4] apply the theory of possibility distri-
bution and thus show that multivalued dependencies can be
expressed in the frame work of particularization. The valid-
ity of inference rules for multivalued dependencies in fuzzy
relations has also been discussed.

On the other side, in [5], the decision whether a tuple sat-
isfies the multivalued dependency is determined by compar-
ing the compatibility degree with the value of membership
attribute. The value t [Aj ] of an attribute Aj in a tuple t is
represented by a normal possibility distribution, i.e.,

t [Aj ] =
∑
u∈Dj

πt[Aj ] (u) /u,
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sup
u∈Dj

πt[Aj ] (u) = 1,

where each domain is a crisp set consisting of normal ele-
ments and the one denoted as NULL. New, sound and com-
plete inference rules have been described.

The ordinary relational database theory [6] forces the
database designer to operate only with a restricted design (as-
suming all of the information to be known and exact). Several
approaches are made in order to include fuzzy data into classi-
cal database theory: [7] (fuzzy membership values), [8]-[10]
(possibility distributions), and [11]-[13] (similarity relations).

The research conducted here assumes the similarity-based
fuzzy relational database approach.

The results derived in [2] are raised to higher level in [14],
where several equivalences are discussed and proved. In par-
ticular, following concept of ”satisfiability” (see, [15]), the
authors in [14] represented fuzzy dependencies as fuzzy for-
mulas, and thus enabled resolution principle techniques to be
applied in the process of generating new dependencies. The
results initially derived for Kleene-Dienes fuzzy implication
operator are verified later on in [16] and [17], [18] for fami-
lies of f -generated and g-generated implications, respectively
(see also, [19] and [20] for Reichenbach and Klir-Yuan impli-
cations).

Following reasoning in the move from fuzzy functional
to vague functional dependencies [21], a similar transfer is
done with fuzzy multivalued (vague multivalued) dependen-
cies in [22]. New definition of vague multivalued dependen-
cies is given, the inference rules are listed, and are proven to
be sound. Although various similarity measures were known
to be present in literature: Lu-Ng [23], Chen [24], Hong-Kim
[25], Li-Xu [26], Szmidt-Kacprzyk [27], etc., the author in
[22] opted for a general similarity measure assuming it to be
reflexive, symmetric, and max-min transitive (Cf. [2]).

Motivated by the fact that the inclusive and the augment
rules are sound, the research is continued in [28], so it was
proven that complementation, transitivity, replication, coales-
cence, union, pseudo-transitivity, and mixed transitivity are
also sound rules. The completeness of the inference rules is
discussed in [29] in the case of two-element vague relation
instances, and then in [30] in the case of arbitrary vague rela-
tions (see also, [31]-[33]).

We notice that the authors in [34] introduced a new defini-
tion of vague multivalued dependencies, called α-vague mul-
tivalued dependencies. The definition is given on the basis
of α-equality between tuples, and is shown to be consistent,
while the set of the inference rules is proven to be sound and
complete.

Here, in view of Lee’s work [15], attributes and fuzzy de-
pendencies are considered as fuzzy formulas (with respect
to appropriately selected interpretations). Motivated by the
fact that the classical obtaining of new fuzzy dependencies
(functional and multivalued) is usually very difficult, we re-
place traditional techniques with resolution ones, which make
possible the use of automatization.Thus, we prove that some
fuzzy multivalued dependency is actively true with regard to
given fuzzy relation instance if and only if the associated
fuzzy formula fully agrees with the attached interpretation
(requiring additionally the tuples of the instance to be simi-

lar enough on the leading attributes set). The equivalence is
given by Theorem 1. In Theorems 2 and 3, we prove that the
analogous equivalence can be obtained for sets of attributes
by natural transferring from a single attribute to any set of
attributes.

The research is accomplished with the use of Frank’s
classes of additive generators.

II. PRELIMINARIES

We assume that the fuzzy logic operators: conjunction
and disjunction are given by (see, [35] and [36]) C (x, y) =
min {x, y} and D (x, y) = max {x, y}, respectively.

Following work of Lee [15], we say that fuzzy formula f
is satisfied (violated) by interpretation I , if T (f)≥ 0.5 (T (f)
≤ 0.5) with respect to I . If T (f) ≤ 0.5 for every I , we say
that fuzzy formula f is contradictory.

Let r be fuzzy relation instance on schemeR, andU be the
universal set of attributes. Suppose that X and Y are subsets
of U , and that θ ∈ [0, 1] is a number.

We say that fuzzy multivalued dependency X → θ−→F Y is
satisfied by r, if for every pair of tuples t1 and t2 (t1, t2 ∈ r),
there exists a tuple t3 ∈ r, such that

ϕ (X [t3, t1]) ≥ min {θ, ϕ (X [t1, t2])} ,
ϕ (Y [t3, t1]) ≥ min {θ, ϕ (X [t1, t2])} ,

ϕ (U \ (X ∪ Y ) [t3, t2]) ≥ min {θ, ϕ (X [t1, t2])} .

The number θ is called the linguistic strength of the de-
pendency X → θ−→F Y .

Furthermore, ϕ (X [t3, t1]) is used to denote the confor-
mance between tuples t3 and t1 on set of attributes X . Thus,
to properly define ϕ (X [t3, t1]), one has to define the confor-
mance between tuples on a single attribute.

The conformance of attribute Ak (defined on domain Dk)
on tuples ti and tj (ti and tj belong to some fuzzy relation
instance r), is denoted by ϕ (Ak [ti, tj ]), and is given by

ϕ (Ak [ti, tj ])

=min

{
min
x∈di

{
max
y∈dj
{s (x, y)}

}
,

min
x∈dj

{
max
y∈di
{s (x, y)}

}}
,

where di is the value of the attribute Ak on ti, dj is the value
of Ak on tj , and s (x, y) is a similarity relation between val-
ues x and y.

If ϕ (Ak [ti, tj ]) ≥ θ, the tuples ti and tj are said to be
conformant on attribute Ak with θ.

Consequently, the definition is extended to describe the
conformance between tuples on sets of attributes.

In particular, the conformance between tuples ti and tj on
attribute set X i denoted by ϕ (X [ti, tj ]), and is defined by
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ϕ (X [ti, tj ])

=min {ϕ (A [ti, tj ]) : A ∈ X} .

In order to turn the attributes and fuzzy dependencies into
fuzzy formulas, we introduce the concept of valuation (see,
[15]).

If r = {ti, tj} is a relation on schemeR, and θ ∈ [0, 1] is a
value, we define the valuation (interpretation) ir,θ (A) of the
attribute A by

{
> 0.5, ϕ (A [ti, tj ]) ≥ θ;
≤ 0.5, ϕ (Ak [ti, tj ]) < θ.

Turning in this way the attributes into fuzzy formulas, we
enable fuzzy dependencies to be treated as fuzzy formulas as
well. Thus, we join the fuzzy formula

(A1 ∧ ... ∧Am)⇒
((B1 ∧ ... ∧Bn) ∨ (C1 ∧ ... ∧ Cp))

to fuzzy multivalued dependency X → θ−→F Y , where X =
{A1, ..., Am}, Y = {B1, ..., Bn} and
U \ (X ∪ Y ) = {C1, ..., Cp}.

If it happens that r satisfies X → θ−→F Y in the way that
ϕ (X [ti, tj ]) ≥ θ for ti, tj ∈ r, we say that X → θ−→F Y is θ-
actively correct with respect to r. Clearly, it is the case if and
only if ϕ (X [t1, t2]) ≥ θ, ϕ (Y [t1, t2]) ≥ θ or ϕ (X [t1, t2])
≥ θ, ϕ (U \ (X ∪ Y ) [t1, t2]) ≥ θ when r = {t1, t2}.

In this research we consider the Frank’s class of additive
generators defined by

fa (x) = − ln

(
ax − 1

a− 1

)
,

where a > 0, a 6= 1.
Note that fa (0) =∞, and that

(fa (x))
−1

= loga
(
1 + (a− 1) e−x

)
.

Therefore, the fuzzy implication determined by f states
that

Ifa (x, y) = loga

(
1 + (a− 1)

1−x
(ay − 1)

x
)

for x, y ∈ [0, 1].
Furthermore, we are interested in Frank’s class of additive

generators introduced by

gb (x) = − ln

(
b1−x − 1

b− 1

)
,

where b > 0, b 6= 1.
In this case, gb (1) =∞, and

(
gb (x)

)−1
= 1− logb

(
1 + (b− 1) e−x

)
.

The corresponding fuzzy implication states that

Igb (x, y) = 1− logb

(
1 + (b− 1)

x−1
x
(
b1−y − 1

) 1
x

)
for x, y ∈ [0, 1].

Note that fa (1) = 0. Moreover,

d

dx
fa (x) =− d

dx
ln (ax − 1)

=− 1

ax − 1
ax ln a < 0,

so fa (x) is a strictly decreasing function (fa : [0, 1] →
[0,+∞]), which is also continuous.

On the other side, gb (0) = 0. Furthermore,

d

dx
gb (x) =− d

dx
ln
(
b1−x − 1

)
=

1

b1−x − 1
b1−x log b > 0,

so the function gb (x) is strictly increasing (gb : [0, 1] →
[0,+∞]), and is also continuous one.

III. RESULTS

Theorem 1. Let R be a relation scheme, and X =
{A1, ..., Am}, Y = {B1, ..., Bn}, Z = {C1, ..., Cp} be sub-
sets of the set of all attributes. If r is a two-element relation
overR, and 0≤ θ≤ 1 is a number, then, the fuzzy multivalued
dependency X → θ−→F Y is θ-actively correct with respect to
r if and only if the tuples of r are conformant with θ on X ,
and

H : (A1 ∧ ... ∧Am)⇒
((B1 ∧ ... ∧Bn) ∨ (C1 ∧ ... ∧ Cp))

is valid under the attached valuation ir,θ. Here, we assume
that the set of all attributes is given as the union of the sets
X , Y and Z.

Proof. (⇒) First, we deal with the implication
Ifa (x, y).

Since ϕ (X [t1, t2]) ≥ θ, ϕ (Y [t1, t2]) ≥ θ or
ϕ (X [t1, t2])≥ θ, ϕ (Z [t1, t2])≥ θ, we may assume without
loss of generality that the first scenario is true.

We have X = {A1, ..., Am}, Y = {B1, ..., Bn}, Z =
{C1, ..., Cp}.

Thus,

θ ≤ϕ (X [t1, t2])

min {ϕ (A1 [t1, t2]) , ..., ϕ (Am [t1, t2])} ,

so ϕ (A1 [t1, t2]) ≥ θ, ..., ϕ (Am [t1, t2]) ≥ θ, i.e.,
ϕ (Ak [t1, t2]) ≥ θ for all k ∈ {1, 2, ...,m}.
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It follows that ir,θ (Ak) > 1
2 for all k ∈

{1, 2, ...,m}.
Hence,

ir,θ (A1 ∧ ... ∧Am)

=min {ir,θ (A1) , ..., ir,θ (Am)} > 1

2
.

Reasoning in the same way, we obtain that

ir,θ (B1 ∧ ... ∧Bn) >
1

2
.

We deduce,

ir,θ (H)

=ir,θ

(
(A1 ∧ ... ∧Am)⇒

((B1 ∧ ... ∧Bn) ∨ (C1 ∧ ... ∧ Cp))
)

= loga

(
1 + (a− 1)

1−ir,θ(A1∧...∧Am)×

×
(
air,θ((B1∧...∧Bn)∨(C1∧...∧Cp)) − 1

)
ir,θ(A1∧...∧Am)

)
= loga

(
1 + (a− 1)

1−ir,θ(A1∧...∧Am)×

×
(
amax{ir,θ(B1∧...∧Bn),ir,θ(C1∧...∧Cp)} − 1

)
ir,θ(A1∧...∧Am)

)
= loga

(
1 + (a− 1)

1−A (
aB − 1

)A)
.

Having in mind that

ir,θ (A1 ∧ ... ∧Am) >
1

2
,

ir,θ (B1 ∧ ... ∧Bn) >
1

2
,

we immediately have that A > 1
2 .

If

max {ir,θ (B1 ∧ ... ∧Bn) , ir,θ (C1 ∧ ... ∧ Cp)}

=ir,θ (B1 ∧ ... ∧Bn) >
1

2

then B > 1
2 .

Also, if

max {ir,θ (B1 ∧ ... ∧Bn) , ir,θ (C1 ∧ ... ∧ Cp)}
=ir,θ (C1 ∧ ... ∧ Cp)

≥ir,θ (B1 ∧ ... ∧Bn) >
1

2
,

then B > 1
2 .

In any case, A, B > 1
2 .

Suppose that B = 1. We have,

ir,θ (H)

= loga

(
1 + (a− 1)

1−A
(a− 1)

A
)

= loga (1 + a− 1) = 1 >
1

2
.

Now, let B < 1.
Suppose that ir,θ (H) ≤ 1

2 .
We have,

1

2
≥ loga

(
1 + (a− 1)

1−A (
aB − 1

)A)
= loga

(
a+ (a− 1)

(
aB − 1

a− 1

)A)

= loga

(
a+ (a− 1) e

−A
(
− ln

(
aB−1
a−1

)))
= loga

(
1 + (a− 1) e−Af

a(B)
)

=(fa (Afa (B)))
−1
.

Since fa is strictly decreasing function, we have that
fa
(
1
2

)
≤ Afa (B). The fact that B > 1

2 implies that

A ≥
fa
(
1
2

)
fa (B)

> 1,

which is a contradiction.
Consequently, ir,θ (H) > 1

2 .
Now, consider the case of the implication

Igb (x, y).
As in the previous case, we have that

ir,θ (A1 ∧ ... ∧Am) >
1

2
,

ir,θ (B1 ∧ ... ∧Bn) >
1

2
.

We deduce,

ir,θ (H)

=ir,θ

(
(A1 ∧ ... ∧Am)⇒

((B1 ∧ ... ∧Bn) ∨ (C1 ∧ ... ∧ Cp))
)

=1− logb

(
1 + (b− 1)

ir,θ(A1∧...∧Am)−1

ir,θ(A1∧...∧Am) ×(
b1−ir,θ((B1∧...∧Bn)∨(C1∧...∧Cp)) − 1

)
1

ir,θ(A1∧...∧Am)

)
=1− logb

(
1 + (b− 1)

ir,θ(A1∧...∧Am)−1

ir,θ(A1∧...∧Am) ×(
b1−max{ir,θ(B1∧...∧Bn),ir,θ(C1∧...∧Cp)} − 1

)
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1
ir,θ(A1∧...∧Am)

)
=1− logb

(
1 + (b− 1)

A−1
A
(
b1−B − 1

) 1
A

)
.

Note that A > 1
2 , B > 1

2 .
We may write,

ir,θ (H)

=1− logb

(
1 + (b− 1)

1− 1
A
(
b1−B − 1

) 1
A

)
=1− logb

(
1 + (b− 1)

(
b1−B − 1

b− 1

) 1
A

)

=1− logb

(
1 + (b− 1) e

− 1
A

(
− ln

(
b1−B−1
b−1

)))
=1− logb

(
1 + (b− 1) e−

1
A g

b(B)
)

=

(
gb
(
1

A
gb (B)

))−1
.

SinceA≤ 1,B > 1
2 , and gb is strictly increasing function,

we have that

Agb
(
1

2

)
≤ 1 · gb

(
1

2

)
< gb (B) ,

i.e.,

1

A
gb (A) > gb

(
1

2

)
.

It immediately follow sthat

ir,θ (H) =
(
gb
(
1

A
gb (B)

))−1
>

(
gb
(
1

A
gb
(
1

2

)))−1
=

1

2
.

(⇐) First, consider the case Ifa (x, y).
As in the previous direction, we find that

1

2
<ir,θ (H)

= loga

(
1 + (a− 1)

1−A (
aB − 1

)A)
,

where

A =ir,θ (A1 ∧ ... ∧Am) ,

B =max
{
ir,θ (B1 ∧ ... ∧Bn) ,

ir,θ (C1 ∧ ... ∧ Cp)
}
.

The assumption ϕ (X [t1, t2]) ≥ θ yields that
ϕ (Ak [t1, t2]) ≥ θ for all k ∈ {1, 2, ...,m}.

Hence, ir,θ (Ak) > 1
2 for all k ∈ {1, 2, ...,m}, so

A =ir,θ (A1 ∧ ... ∧Am)

=min {ir,θ (A1) , ..., ir,θ (Am)} > 1

2
.

In order to complete the proof, it will be enough to prove
that B > 1

2 .
Actually, if B > 1

2 , then

ir,θ (B1 ∧ ... ∧Bn) >
1

2

or

ir,θ (C1 ∧ ... ∧ Cp) >
1

2
.

As we already concluded, the equivalence:
ϕ (X [t1, t2]) ≥ θ if and only if ir,θ (A1 ∧ ... ∧Am) > 1

2 is
satisfied.

Therefore, the assumption B > 1
2 would imply that

ϕ (Y [t1, t2]) ≥ θ or ϕ (Z [t1, t2]) ≥ θ, and the proof would
be over.

Now, we prove that B > 1
2 .

By our assumption,

1

2
< loga

(
1 + (a− 1)

1−A (
aB − 1

)A)
=(fa (Afa (B)))

−1
.

Suppose that ir,θ (H) = 1.
We obtain, Afa (B) = 0, i.e., fa (B) = 0, that is, B = 1

> 1
2 .
Now, suppose that ir,θ (H) < 1.
Since fa is strictly decreasing function, we have that

Afa (B) > 0. Consequently, fa (B) > 0.
The fact that ir,θ (H) > 1

2 implies (as in the previous di-
rection), that Afa (B) < fa

(
1
2

)
.

Suppose contrary, that B ≤ 1
2 .

The scenario B = 1
2 implies that A < 1.

We know that A > 1
2 , so the possibility A = 1 is not ex-

cluded to occur. This means that the statement A < 1 does
not have to be fulfilled.

If we assume that B < 1
2 , then

A <
fa
(
1
2

)
fa (B)

<
fa
(
1
2

)
fa
(
1
2

) = 1.

Once again, the fact that A > 1
2 does not imply that A <

fa( 1
2 )

fa(B) must be fulfilled.

Namely, A can occur as a value larger than
fa( 1

2 )
fa(B) .

Hence, B > 1
2 .

As we already noted, this completes the proof for
Ifa (x, y).

Consider the case Igb (x, y).
Reasoning in the same way as in the previous direction,

we end up with
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1

2
<ir,θ (H)

=1− logb

(
1 + (b− 1)

A−1
A
(
b1−B − 1

) 1
A

)
,

where

A =ir,θ (A1 ∧ ... ∧Am) ,

B =max
{
ir,θ (B1 ∧ ... ∧Bn) ,

ir,θ (C1 ∧ ... ∧ Cp)
}
.

As above, ϕ (X [t1, t2]) ≥ θ if and only if
ir,θ (A1 ∧ ... ∧Am) > 1

2 .
Thus, A > 1

2 .
As in the case of the implication Ifa (x, y), we shall prove

that B > 1
2 .

By the assumption, we have that

1

2
<1− logb

(
1 + (b− 1)

A−1
A
(
b1−B − 1

) 1
A

)
=

(
gb
(
1

A
gb (B)

))−1
.

The function gb is strictly increasing, so

gb
(
1

2

)
<

1

A
gb (B) .

It follows that A < gb(B)

gb( 1
2 )

.

Note that A > 1
2 . This implies that the quotient gb(B)

gb( 1
2 )

must be larger than A for any A > 1
2 .

Since 1
2 ≤ A ≤ 1, this implies that g

b(B)

gb( 1
2 )
> 1.

In other words, B > 1
2 .

Following lines of the proof for Ifa (x, y), we complete
the proof.

The main results of the research are given by the following
two theorems.

Theorem 2. Let R be a relation scheme. Denote by C a set
of fuzzy functional and fuzzy multivalued dependencies on R,
and by c some particular fuzzy functional (fuzzy multivalued)
dependency on R. If dependency c follows from the set C in
the world of ordinary fuzzy relations, then the fuzzy formula
corresponding to c is valid whenever all of fuzzy formulas
(corresponding to C) are valid.

Proof. For the sake of clarity, we denote by c
′

resp. C
′

the
formula resp. the set of formulas corresponding to c resp. C.

Since we consider two implications Ifa (x, y) and
Iga (x, y) in this research, we shall prove the claim for
Ifa (x, y).

By the contra-position law, it is enough to prove that the
negated claim yields the negated assumption.

Suppose that the negated claim is fulfilled.

This means that there is some r = {t1, t2}, and there is
some β ∈ [0, 1], such that ir,β (K) > 1

2 for all K ∈ C ′ , and

ir,β

(
c
′
)
≤ 1

2 .

First we prove that the set of those A’s, for which ir,β (A)
> 1

2 is non-empty set, and is not whole U , where U is the
universal set of attributes.

Assume contrary, that ir,β (A) ≤ 1
2 for all A ∈ U .

In the case when c
′

corresponds to fuzzy functional de-
pendency X θ−→F Y , we obtain

1

2
≥ir,β

(
c
′
)

=ir,β

(
(A1 ∧ ... ∧Am)⇒

(B1 ∧ ... ∧Bn)
)

= loga

(
1 + (a− 1)

1−ir,β(A1∧...∧Am)×

×
(
air,β(B1∧...∧Bn) − 1

)ir,β(A1∧...∧Am) )
= loga

(
1 + (a− 1)

1−A (
aB − 1

)A)
=(fa (A (fa (B))))

−1
.

Hence, fa
(
1
2

)
≤ Afa (B).

In the case fa (B) = 0, it follows that B = 1.
Therefore,

1 =ir,β (B1 ∧ ... ∧Bn)
=min {ir,β (B1) , ..., ir,β (Bn)} ,

so, ir,β (Bk) = 1 for all k ∈ {1, 2, ..., n}.
This means that for at least one A ∈ U , the inequality

ir,β (A) >
1
2 holds true.

This is the contradiction.
Consequently, the assumption fa (B) = 0 leads to contra-

diction, hence fa (B) > 0.
We obtain,

A ≥
fa
(
1
2

)
fa (B)

. (1)

Note that the assumption ir,β (A) ≤ 1
2 for all A ∈ U im-

plies that

B =ir,β (B1 ∧ ... ∧Bn)

=min {ir,β (B1) , ..., ir,β (Bn)} ≤
1

2
.

Thus,

fa (B) ≥ fa
(
1

2

)
. (2)

Taking into account the relations (1) and (2), we conclude
that A must be equal to 1.

Now, reasoning as in the caseB = 1, we conclude that for
at least one A ∈ U , the inequality ir,β (A) > 1

2 is satisfied.
In other words, a contradiction.
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Since any scenario, either fa (B) = 0 or fa (B) > 0 lead
to contradiction, it must be ir,β (A) > 1

2 for at least one A ∈
U .

Now, once again, suppose contrary, that ir,β (A) > 1
2 for

all A ∈ U .
The fact that

1

2
≥ irβ

(
c
′
)
= (fa (A (fa (B))))

−1

yields again that fa
(
1
2

)
≤ Afa (B).

In the case fa (B) = 0, we obtain fa
(
1
2

)
≤ 0, which is a

contradiction, since fa
(
1
2

)
> 0.

Thus, fa (B) > 0.
The assumption ir,β (A) > 1

2 for all A ∈ U , gives that

B = min {ir,β (B1) , ..., irβ (Bn)} >
1

2
.

We immediately have that

1 <
fa
(
1
2

)
fa (B)

. (3)

Since fa
(
1
2

)
≤ Afa (B), we must have that A > 1.

This is not true, however.
The assumption ir,β (A) > 1

2 for all A ∈ U also leads to
contradiction.

We conclude, the set of those A ∈ U , for which ir,β (A)
> 1

2 , is non-empty, and is not equal to U .
If c

′
corresponds to fuzzy multivalued dependency X

→ θ−→F Y , we argue similarly.
In short, if we assume that ir,β (A) ≤ 1

2 for all A ∈ U , we
obtain

1

2
≥ir,β

(
c
′
)

=ir,β

(
(A1 ∧ ... ∧Am)⇒

((B1 ∧ ... ∧Bn) ∨ (C1 ∧ ... ∧ Cp))
)

= loga

(
1 + (a− 1)

1−ir,β(A1∧...∧Am)×

×
(
air,β((B1∧...∧Bn)∨(C1∧...∧Cp)) − 1

)
ir,β(A1∧...∧Am)

)
= loga

(
1 + (a− 1)

1−ir,β(A1∧...∧Am)×

×
(
amax{ir,β(B1∧...∧Bn),ir,β(C1∧...∧Cp)} − 1

)
ir,β(A1∧...∧Am)

)
= loga

(
1 + (a− 1)

1−A (
aB − 1

)A)
=(fa (A (fa (B))))

−1
.

As in the previous case fa
(
1
2

)
≤ Afa (B).

For fa (B) = 0, we have that B = 1.

Hence,

1 = max
{
ir,β (B1 ∧ ... ∧Bn) ,

ir,β (C1 ∧ ... ∧ Cp)
}
,

i.e.,

ir,β (B1 ∧ ... ∧Bn) = 1,

ir,β (C1 ∧ ... ∧ Cp) = 1.

In each case we find that there exists at least one A ∈ U ,
with ir,β (A) > 1

2 .
This is the contradiction.
In other words, it must be fa (B) > 0.
So, (1) remains valid.
The assumption ir,β (A) ≤ 1

2 for all A ∈ U implies as
before that

B = max
{
ir,β (B1 ∧ ... ∧Bn) ,

ir,β (C1 ∧ ... ∧ Cp)
}
≤ 1

2
.

Thus, (2) is also valid.
The relations (1) and (2), however, yield that A = 1.
As before, this means that must be some A ∈ U , with

ir,β (A) >
1
2 .

The case ir,β (A)> 1
2 for allA ∈ U is discussed similarly.

Namely, once again we have that
fa
(
1
2

)
≤ Afa (B).

If fa (B) = 0, then fa
(
1
2

)
≤ 0, i.e., a contradiction.

If fa (B) > 0, then the assumption ir,β (A) > 1
2 for all A

∈ U gives that

B = max
{
ir,β (B1 ∧ ... ∧Bn) ,

ir,β (C1 ∧ ... ∧ Cp)
}

=max
{
min {ir,β (B1) , ..., ir,β (Bn)} ,

min {ir,β (C1) , ..., ir,β (Cp)}
}
>

1

2
.

So (3) is valid, and the fact that fa
(
1
2

)
≤

Afa (B) implies that A > 1.
This is a contradiction.
Thus, as in the functional case, now, in the multivalued

case, the set of those A ∈ U , for which ir,β (A) > 1
2 , is non-

empty, and is not equal to U .
Denote such set of the elements A ∈ U by E.
Using the set E, we are in position to define tuples t

′
and

t
′′

that are conformant on the attributes in E.
Denote by r

′
the instance determined by t

′
and t

′′
.

In order to prove that the negated assumption of theorem
is true, it is enough to prove that there is a two-element fuzzy
relation instance satisfying C, and violating c.

We shall prove that r
′

satisfies these conditions.
By the negated claim of theorem,
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1

2
<ir,β (K)

=ir,β

(
(A1 ∧ ... ∧Am)⇒

(B1 ∧ ... ∧Bn)
)

= loga

(
1 + (a− 1)

1−A (
aB − 1

)A)
=(fa (A (fa (B))))

−1
,

where K = {A1, ..., Am}, L = {B1, ..., Bn},

A =ir,β (A1 ∧ ... ∧Am) ,

B =ir,β (B1 ∧ ... ∧Bn) .

For fa (B) = 0, i.e., for B = 1, we have that ir,β (Bk) =
1 for all k ∈ {1, 2, ..., n}.

This means that Bk ∈ E for k ∈ {1, 2, ..., n}, that is, L ⊆
E.

Thus,

ϕ
(
L
[
t
′
, t
′′
])

=min
{
ϕ
(
B1

[
t
′
, t
′′
])
, ..., ϕ

(
Bn

[
t
′
, t
′′
])}

=min {1, 1, ..., 1} = 1

≥min
{
θ2, ϕ

(
K
[
t
′
, t
′′
])}

,

where θ2 is the strength of the dependency K θ2−→F L.
The obtained inequality means that the dependency is sat-

isfied by r
′
.

On the other hand, for fa (B) > 0,

A <
fa
(
1
2

)
fa (B)

. (4)

Note that it is either A ≤ 1
2 or A > 1

2 .
The assumption A ≤ 1

2 yields that at least one Ak ∈K, k
∈ {1, 2, ...,m} is such that ir,β (Ak) ≤ 1

2 , i.e., Ak /∈ E.

Hence, ϕ
(
Ak

[
t
′
, t
′′
])

= θ
′′

, where 0 ≤ θ
′′
< θ

′
for θ

′

the smallest strength between strengths appearing in C and c.
Thus, ϕ

(
K
[
t
′
, t
′′
])

= θ
′′

.
In other words,

ϕ
(
L
[
t
′
, t
′′
])

≥θ
′′
= min

{
θ2, θ

′′
}

=min
{
θ2, ϕ

(
K
[
t
′
, t
′′
])}

.

The assumption A > 1
2 , together with the relation (4)

states that the quotient
fa( 1

2 )
fa(B) must be larger than 1.

Hence, B > 1
2 .

Reasoning as above, we conclude that L ⊆ E, so
ϕ
(
L
[
t
′
, t
′′
])

= 1.

Thus, independently form θ2 and ϕ
(
K
[
t
′
, t
′′
])

, the in-
equality

ϕ
(
L
[
t
′
, t
′′
])
≥ min

{
θ2, ϕ

(
K
[
t
′
, t
′′
])}

is satisfied.
The given dependency is always satisfied by r

′
.

Furthermore, in the multivalued case, the negated claim
gives us

1

2
<ir,β (K)

=ir,β

(
(A1 ∧ ... ∧Am)⇒

((B1 ∧ ... ∧Bn) ∨ (C1 ∧ ... ∧ Cp))
)

= loga

(
1 + (a− 1)

1−A (
aB − 1

)A)
=(fa (A (fa (B))))

−1
,

where K = {A1, ..., Am}, L = {B1, ..., Bn}, M = U \
(K ∪ L) = {C1, ..., Cp},

A =ir,β (A1 ∧ ... ∧Am) ,

B =ir,β

(
(B1 ∧ ... ∧Bn)∨

(C1 ∧ ... ∧ Cp)
)

=max
{
ir,β (B1 ∧ ... ∧Bn) ,

ir,β (C1 ∧ ... ∧ Cp)
}
.

As above, A ≤ 1
2 or A > 1

2 .

If A ≤ 1
2 , then ϕ

(
K
[
t
′
, t
′′
])

= θ
′′

.

In this scenario, we find the element t
′′′ ∈{

t
′
, t
′′
}

, such that t
′′′

= t
′
, for which

ϕ
(
K
[
t
′′′
, t
′
])
≥min

{
θ2, ϕ

(
K
[
t
′
, t
′′
])}

,

ϕ
(
L
[
t
′′′
, t
′
])
≥min

{
θ2, ϕ

(
K
[
t
′
, t
′′
])}

,

ϕ
(
M
[
t
′′′
, t
′′
])
≥min

{
θ2, ϕ

(
K
[
t
′
, t
′′
])}

.

(5)

If A > 1
2 , then ϕ

(
K
[
t
′
, t
′′
])

= 1.
For fa (B) = 0, i.e., for B = 1, we have that ir,β (Bk)

= 1 for all k ∈ {1, 2, ..., n}, or ir,β (Ck) = 1 for all k ∈
{1, 2, ..., p}.

This means that Bk ∈ E for k ∈ {1, 2, ..., n} or Ck ∈ E
for k ∈ {1, 2, ..., p}, i.e., that L ⊆ E or M ⊆ E.

As in the functional case, we find that
ϕ
(
L
[
t
′
, t
′′
])

= 1 or ϕ
(
M
[
t
′
, t
′′
])

= 1.

In the first scenario, we find the element t
′′′ ∈

{
t
′
, t
′′
}

,

such that t
′′′

= t
′′

, for which (5) remains valid.
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On the other side, in the second case, (5) is fulfilled for t
′′′

= t
′
.

Now, for fa (B) > 0, the relation (4) remains valid.
The assumption A > 1

2 combined with (4) implies that

fa
(
1
2

)
fa (B)

> 1.

It immediately follows that B > 1
2 .

Thus, it is either ϕ
(
L
[
t
′
, t
′′
])

= 1 or

ϕ
(
M
[
t
′
, t
′′
])

= 1.

In the first scenario, (5) is satisfied for t
′′′

= t
′′

.
On the other side, the case ϕ

(
M
[
t
′
, t
′′
])

= 1 yields that

(5) is valid for t
′′′

= t
′
.

The discussion conducted above proves that the given de-
pendency (multivalued case) is always satisfied by r

′
.

In order to complete the proof of the negated assumption
of theorem, it is enough to prove that c (in any case, functional
or multivalued) is satisfied by r

′
.

The proof follows from a similar reasoning as above.
This completes the proof.

Now, we prove the opposite claim of the claim given by
Theorem 2.

Theorem 3. Suppose that the assumptions of Theorem 2 hold.
Then, if the fuzzy formula associated to dependency c is valid
when fuzzy formulas attached to set C are correct, then, the
dependency c is a logical consequence of the set C with re-
spect to arbitrary fuzzy relation instanes.

Proof. We shall prove the assertion of theorem for the impli-
cation Igb (x, y).

As in the proof of previous theorem, we apply the contra-
position law.

Suppose that the negated claim of theorem holds true.
This means that C is satisfied by r

′
, and c is not, for some

r
′
=
{
t
′
, t
′′
}

.
First, we prove that the set of those A ∈ U , for which

ϕ
(
A
[
t
′
, t
′′
])

= 1, is non-empty set, and is a proper subset
of U .

Assume contrary, in the sense that ϕ
(
A
[
t
′
, t
′′
])

= θ
′′

for all A ∈ U .
In the case when c is not satisfied by r

′
in the functional

case, we have that ϕ
(
Y
[
t
′
, t
′′
])

is strictly smaller than

min
{
θ1, ϕ

(
X
[
t
′
, t
′′
])}

=min
{
θ1, θ

′′
}
= θ

′′
.

This is not possible, however.
If c is violated by r

′
as a fuzzy multivalued dependency,

then (5) is not valid for any element t
′′′

of r
′
, where the sets

K, L and M are substituted by the sets X , Y and Z = U
\ (X ∪ Y ), and the linguistic strength θ2 is replaced by the

strength θ1 (we consider the case X → θ1−→F Y ).

In this, adapted form of (5), it is clear that for t
′′′
= t

′
, the

relations

ϕ
(
X
[
t
′′′
, t
′
])
≥min

{
θ1, ϕ

(
X
[
t
′
, t
′′
])}

,

ϕ
(
Y
[
t
′′′
, t
′
])
≥min

{
θ1, ϕ

(
X
[
t
′
, t
′′
])}

are fulfilled.
Taking into account the fact that (5) does not hold, we

obtain that ϕ
(
Z
[
t
′′′
, t
′′
])

is strictly smaller that θ
′′

. This,
however, is not possible since
ϕ
(
Z
[
t
′′′
, t
′′
])

is equal to θ
′′

.

Summarizing what we just discussed, we come to the con-
clusion that the set of those A ∈ U , for which ϕ

(
A
[
t
′
, t
′′′
])

= 1, is a non-empty set.
Second, suppose contrary, in the sense that the set is equal

to U .
Hence, if c is violated by r

′
, then ϕ

(
Y
[
t
′
, t
′′
])

is strictly
smaller than the minimum

min
{
θ1, ϕ

(
X
[
t
′
, t
′′
])}

,

which is not possible since ϕ
(
Y
[
t
′
, t
′′
])

= 1, and

min
{
θ1, ϕ

(
X
[
t
′
, t
′′
])}

≤ 1.

In the multivalued case, the third inequality in (5) does not
hold for K = X , L = Y , M = Z, t

′′′
= t

′
and θ2 = θ.

Thus, ϕ
(
Z
[
t
′′′
, t
′′
])

, which is equal to 1, is
strictly smaller than the minimum
min

{
θ1, ϕ

(
X
[
t
′
, t
′′
])}

.

As we already seen, this is not possible,
We conclude, the set E of the elements A ∈ U , such that

ϕ
(
A
[
t
′
, t
′′
])

= 1, is a non-empty set, and is a proper subset
of U .

Determining the set E, we come to position to use the
instance r

′
and the value 1 ∈ [0, 1], to define a valuation

ir′ ,1, which is satisfied (larger than 1
2 ), respectively falsified

(smaller or equal to 1
2 ), on the elements of E, respectively, on

the elements of the complement of E.
Actually, we may assign some value > 1

2 to the element
of E, and some value ≤ 1

2 to the element of U \ E.
The proof of theorem will be completed if we prove that

C
′

is satisfied by ir′ ,1, while c
′

is not.

Suppose contrary, that the functional K ∈ C ′ is violated
by ir′ ,1.

We obtain,
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1

2
≥ir′ ,1 (K)

=ir′ ,1

(
(A1 ∧ ... ∧Am)⇒

(B1 ∧ ... ∧Bn)
)

=1− logb

(
1 + (b− 1)

i
r
′
,1

(A1∧...∧Am)−1

i
r
′
,1

(A1∧...∧Am) ×

×
(
b
1−i

r
′
,1
(B1∧...∧Bn) − 1

) 1
i
r
′
,1

(A1∧...∧Am)
)

=1− logb

(
1 + (b− 1)

A−1
A
(
b1−B − 1

) 1
A

)
,

where

A = ir′ ,1 (A1 ∧ ... ∧Am) ,

B = ir′ ,1 (B1 ∧ ... ∧Bn) ,

and K = {A1, ..., Am}, L = {B1, ...Bn}, with the strength
θ2.

As earlier, it follows that

1

2
≥
(
gb
(
1

A
gb (B)

))−1
. (6)

For the sake of simplicity, we may assume that gb (B) ∈
(0,+∞).

The case A = 0 together with (6), yields that gb
(
1
2

)
=

+∞, which is not true having in mind that gb : [0, 1] →
[0,+∞] is a strictly increasing function.

For A ≤ 1
2 , the relation (6) gives us gb(B)

gb( 1
2 )

= 0.

This is not true.
Let A > 1

2 .
By (6), gb

(
1
2

)
> gb (B).

Hence, ϕ
(
L
[
t
′
, t
′′
])

= θ
′′

.

Since C is satisfied by r
′
, we know that

ϕ
(
L
[
t
′
, t
′′
])

is larger or equal to the minimum

min
{
θ2, ϕ

(
K
[
t
′
, t
′′
])}

.

However, ϕ
(
L
[
t
′
, t
′′
])

= θ
′′

, while the minimum is

equal to θ2 provided that ϕ
(
K
[
t
′
, t
′′
])

= 1.

In any case, our selection of the strength θ
′′

implies that
the inequality θ

′′ ≥ θ2 cannot be fulfilled.
Thus, a contradiction.
In other words, functional elements of C

′
are satisfied by

r
′
.

Secondly, suppose contrary, that the multivalued K ∈ C ′

is violated by ir′ ,1.
We obtain,

1 ≥1− logb

(
1 + (b− 1)

i
r
′
,1

(A1∧...∧Am)−1

i
r
′
,1

(A1∧...∧Am) ×(
b
1−max

{
i
r
′
,1
(B1∧...∧Bn),ir′ ,1(C1∧...∧Cp)

}
− 1

)
1

i
r
′
,1

(A1∧...∧Am)
)

=1− logb

(
1 + (b− 1)

A−1
A
(
b1−B − 1

) 1
A

)
=

(
gb
(
1

A

(
gb (B)

)))−1
,

where

A =ir′ ,1 (A1 ∧ ... ∧Am) ,

B =max
{
ir′ ,1 (B1 ∧ ... ∧Bn) ,

ir′ ,1 (C1 ∧ ... ∧ Cp)
}
,

and K = {A1, ..., Am}, L = {B1, ..., Bn}, M = U \
(K ∪ L), with the strength θ2.

As in the functional case, we assume that gb (B) ∈
(0,+∞).

The case A = 0 leads to contradiction gb
(
1
2

)
= +∞.

The case A ≤ 1
2 , gives the contradiction gb(B)

gb( 1
2 )

= 0.

Consider the case A > 1
2 .

As above, it follows that ϕ
(
K
[
t
′
, t
′′
])

= 1.

Since 1≥
(
gb
(
1
Ag

b (B)
))−1

, we arrive atB < 1
2 , i.e., we

end up with ϕ
(
L
[
t
′
, t
′′
])

= θ
′′

and ϕ
(
M
[
t
′
, t
′′
])

= θ
′′

.
Note that

min
{
θ2, ϕ

(
K
[
t
′
, t
′′
])}

=min {θ2, 1} = θ2.

Therefore, the last inequality in (5) does not hold for t
′′′

= t
′
, and the second inequality in (5) is not true for t

′′′
= t

′′
.

Bearing in mind that C is satisfied by r
′
, we obtain a con-

tradiction.
Thus, all multivalued elements of C

′
are satisfied by ir′ ,1.

The proof of the fact that c
′

is violated by ir′ ,1 is discussed
similarly.

This completes the proof.

IV. APPLICATIONS AND EXAMPLES

The results derived in this research may be applied to pro-
duce new fuzzy functional and fuzzy multivalued dependen-
cies, not only by the application of the classical associated
rules, but also from the resolution rules interpreted as the
competent inference rules.

Example 1. The key role in this example will be played by
the attributes A, B, C and D on given scheme R. The set
C1 of fuzzy functional and fuzzy multivalued dependencies
on R will consist of the following elements: {A} → θ1−→F
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{B}, {A,B} θ2−→F {B,C}, and {D} → θ3−→F {B,C}. We
shall show that the fuzzy functional dependency c : {D}
θ−→F {C} is a logical consequence of the set C1, with θ =
min {θ1, θ2, θ3}.

Proof. I. Let’s take a closer look at the dependencies: {A}
→ θ1−→F {B} and {A,B} θ2−→F {B,C}.

We may write these dependencies as X → θ1−→F Y and
X ∪ Y θ2−→F Z, where X = {A}, Y = B and Z = {B,C}.

Recall the mixed pseudo-transitivity rule (see, [2, p.
173]): X → θ1−→F Y and X ∪Y θ2−→F Z yield the dependency

X
θ
′

−→F Z \ Y , where θ
′
= min {θ1, θ2}.

In our case, it follow that {A} θ
′

−→F {C}, θ
′
=

min {θ1, θ2}.
Now, we pay attention to dependencies: {D} → θ3−→F

{B,C} and {A} θ
′

−→F {C}.
We recall the coalescence rule for fuzzy functional and

fuzzy multivalued dependencies:
X→ θ1−→F Y , and Z ⊆ Y ,W ∩ Y = ∅, together withW θ2−→F

Z, implies that X
min{θ1,θ2}−−−−−−−→F Z.

We may write our dependencies in the form X → θ3−→F Y

and W θ
′

−→F Z, where X = {D}, Y = {B,C}, Z = {C},
and W = {A}.

Clearly, Z ⊆ Y and W ∩ Y = ∅.
Now, by the coalescence rule, the dependency X

min
{
θ3,θ

′}
−−−−−−−→F Z follows, i.e., {D}

min
{
θ3,θ

′}
−−−−−−−→F {C} is true.

Proof. II. We can make the use of theorems derived above.
Namely, the obtained results give us the opportunity to re-

place the classical rules by the resolution rules, treating them
as legitimate inference rules.

We have: c
′

1 : A ⇒ (B ∨ (C ∧D)), c
′

2 : (A ∧B) ⇒
(C ∧D), c

′

3 : D⇒ ((B ∧ C) ∨A), c′ : D⇒ C.
Since (p⇒ q) ≡ (¬p ∨ q), we may write:

c
′

1 ≡A⇒ (B ∨ (C ∧D))

≡¬A ∨ (B ∨ (C ∧D))

≡¬A ∨ ((B ∨ C) ∧ (B ∨D))

≡ (¬A ∨B ∨ C) ∧ (¬A ∨B ∨D) .

Similarly, c
′

2 : ¬A ∧ (¬A ∨ ¬B ∨ C),
c
′

3 : (A ∨B ∨ ¬D) ∧ (A ∨ C ∨ ¬D), ¬c′ : ¬C ∧ D.
Our goal is to prove that the fuzzy formula c

′
: C ∨ ¬D is

correct.
Taking into account the fact that the formulas c

′

1, c
′

2 and
c
′

3 are already true, it is enough to show that the formula c
′

1 ∧
c
′

2 ∧ c
′

3 ∧ ¬c
′

cannot stand alone.
Let F ∗ be the set of all conjunctive terms of the formulas

c
′

1, c
′

2, c
′

3 and ¬c′ .

Thus,

F ∗ =
{
¬A ∨B ∨ C,¬A ∨B ∨D,¬A,

A ∨B ∨ ¬D,A ∨ C ∨ ¬D,¬C,D
}
.

We obtain the following resolvents: A ∨ C ∨ ¬D and D
gives A ∨ C. Then A ∨ C and ¬C gives A. Since ¬A is
already given, A and ¬A yield a contradiction.

Hence, ¬c′ is not correct, so c
′

is valid.

V. CONCLUSION

In this paper we consider and prove several equivalences
between some of the elements of similarity-based databases
(fuzzy functional and fuzzy multivalued dependencies), and
some of the elements of fuzzy logic theory on the other side
(fuzzy formulas).

The requirement that some fuzzy multivalued dependency
is actively satisfied by given two-element fuzzy relation in-
stance is reduced to equivalent condition that the attached
fuzzy formula is valid under appropriate valuation, keeping
particular database condition that the tuples of the instance
are mutually conformant (up to some extent) on the leading
set of attributes (Theorem 1).

The equivalence is extended to sets of fuzzy dependencies
and fuzzy formulas in the form of Theorems 2 and 3.

It has been proven that some set of fuzzy dependencies
yields some particular fuzzy dependency (in both, the world
of two-element and the world of arbitrary fuzzy relation in-
stances) if and only if the correctness of the associated set
of fuzzy formulas yields the validity of the particular fuzzy
formula.

The results are derived assuming that the attributes in the
universal set of attributes are turned into fuzzy formulas with
respect to introduced valuations (depending on two-element
instances and values in the unit interval [0, 1]). Generalizing
described concept to sets of attributes, fuzzy dependencies are
also treated as fuzzy formulas.

The application of the results is presented by the example
discussed above, where is shown that steps in the classical
proofs (of the fact that some dependency follows from a set
of dependencies), can be fully automated.

The research can be transferred to more general settings
of vague functional and vague multivalued dependencies.

VI. FINAL REMARKS

In order to demonstrate the impact of this research to elec-
trical and computer engineering as well as to prove its practi-
cal applicability, we consider the following example.

Let ”Name”, ”Intelligence”, ”Success”, and
”Salary” be some attributes on given scheme R.

We put U to be the universal set of attributes, i.e.,

U = {Name, Intelligence, Success, Salary} .

Suppose that N , I , S and S
′

are the domains of the at-
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tributes listed above, and that they are introduced as follows.

N = {Neo, Tom,Koyuki} ,
I = {100, 120, 145} ,
S = {low, high} ,

S
′
= {high, very − high} .

First, we select the similarity relations on N , I , S and S
′
.

In order to be in line with the introduced notation, we re-
quire these relations to be reflexive, symmetric and max-min
transitive.

Thus, we introduce s1 : S×S→ [0, 1]: by s1 (Neo,Neo)
= s1 (Tom, Tom) =
s1 (Koyuki,Koyuki) = 1, and s1 (Neo, Tom)
= s1 (Tom,Neo) = 0.9, s1 (Neo,Koyuki) =
s1 (Koyuki,Neo) = 0.9, s1 (Tom,Koyuki) =
s1 (Koyuki, Tom) = 0.9.

In short, we require that s1 (a, a) = 1 and s1 (a, b) = 0.9.
Since s1 is clearly reflexive and transitive, we have to

prove that s1 is also max-min transitive.
In other words, we have to prove that the condition

s (a, c)

≥max
b∈A

{
min

{
s (a, b) , s (b, c)

}} (7)

is valid for s = s1, A = N and all a, c ∈ N .
For example,

max
b∈N

{
min

{
s1 (Tom, b) , s1 (b,Koyuki)

}}
=max

{
min

{
s1 (Tom,Neo) ,

s1 (Neo,Koyuki)
}
,

min
{
s1 (Tom, Tom) ,

s1 (Tom,Koyuki)
}
,

min
{
s1 (Tom,Koyuki) ,

s1 (Koyuki,Koyuki)
}}

=max
{
min {0.9, 0.9} ,min {1, 0.9} ,

min {0.9, 1}
}

=max {0.9, 0.9, 0.9}
=0.9 = s1 (Tom,Koyuki) .

Thus, (7) holds true for a = ”Tom”, c =
”Koyuki”.

Note that in the case a 6= c, the minimum on the right hand
side of (7) is 0.9 for all b ∈ N .

In particular, it can happen that a 6= b 6= c or that a = b 6=
c or a 6= b = c.

In any case, s1 (a, b) or s1 (b, c) is 0.9.
Hence, in any case, the minimum is always 0.9.

Since the left hand side of (7) in such scenario is also 0.9,
the condition (7) follows.

Note that for a= c, the left hand side in (7) is 1, so the con-
dition is automatically satisfied, provided that the right hand
side is not larger than 1.

So, s1 is a similarity relation on N .
Let s2 : I × I → [0, 1] be determined by the equa-

tions s2 (100, 100) = s2 (120, 120) = s2 (145, 145) = 1, and
s2 (100, 120) = s2 (120, 100) = 0.8,
s2 (100, 145) = s2 (145, 100) = 0.8, s2 (120, 145) =
s2 (145, 120) = 0.8.

Reasoning in the same way as in the case of s1, we con-
clude that s2 is a similarity relation on I .

Put s3 : S × S → [0, 1] to be the relation defined by:
s3 (low, low) = s3 (high, high) = 1, and s3 (low, high) =
s3 (high, low) = 0.7.

We obtain,

max
b∈S

{
min

{
s3 (low, b) , s3 (b, high)

}}
=max

{
min

{
s3 (low, low) ,

s3 (low, high)
}
,

min
{
s3 (low, high) ,

s3 (high, high)
}}

=max
{
min {1, 0.7} ,min {0.7, 1}

}
=max {0.7, 0.7}
=0.7 = s3 (low, high) .

Consequently, s3 is a similarity relation on S.
Finally, we define s4 : S

′ × S′ → [0, 1] by:
s4 (high, high) = s4 (very − high, very − high) = 1,
s4 (high, very − high) = s4 (very − high, high) = 0.6.

As in the case of the relation s3, we immediately have that
s4 is a similarity relation on S

′
.

Put r = {t1, t2} to be the fuzzy relation instance on R
with tuples defined as follows.

We put the elements of t1 to be: {Neo,Koyuki}, {120},
{low, high}, {high}, and the elements
of t2 to be {Tom}, {100, 120, 145}, {high},
{high, very − high}.

Let’s find the similarities between tuples t1
and t2 on attributes in U , i.e., the conformances ϕ (A [t1, t2]),
A ∈ U for the realistic scenario described by r.

We have,

ϕ (Name [t1, t2])

=min
{

min
x∈{Neo,Koyuki}

{
max

y∈{Tom}

{
s1 (x, y)

}}
,

min
x∈{Tom}

{
max

y∈{Neo,Koyuki}

{
s1 (x, y)

}}}
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=min
{
min

{
s1 (Neo, Tom) ,

s1 (Koyuki, Tom)
}
,

max
{
s1 (Tom,Neo) ,

s1 (Tom,Koyuki)
}}

=min {min {0.9, 0.9} ,max {0.9, 0.9}}
=min {0.9, 0.9} = 0.9,

ϕ (Intelligence [t1, t2])

=min
{

min
x∈{120}

{
max

y∈{100,120,145}

{
s2 (x, y)

}}
,

min
x∈{100,120,145}

{
max

y∈{120}

{
s2 (x, y)

}}}
=min

{
max

{
s2 (120, 100) ,

s2 (120, 120) , s2 (120, 145)
}
,

min
{
s2 (100, 120) ,

s2 (120, 120) , s2 (145, 120)
}}

=min {max {0.8, 1, 0.8} ,min {0.8, 1, 0.8}}
=min {1, 0.8} = 0.8,

ϕ (Success [t1, t2])

=min
{

min
x∈{low,high}

{
max

y∈{high}

{
s3 (x, y)

}}
,

min
x∈{high}

{
max

y∈{low,high}

{
s3 (x, y)

}}}
=min

{
min

{
s3 (low, high) ,

s3 (high, high)
}
,

max
{
s3 (high, low) ,

s3 (high, high)
}}

=min {min {0.7, 1} ,max {0.7, 1}}
=min {0.7, 1} = 0.7,

ϕ (Salary [t1, t2])

=min
{

min
x∈{high}

{
max

y∈{high,very−high}

{
s4 (x, y)

}}
,

min
x∈{high,very−high}

{
max

y∈{high}

{
s4 (x, y)

}}}

=min
{
max

{
s4 (high, high) ,

s4 (high, very − high)
}
,

min
{
s4 (high, high) ,

s4 (very − high, high)
}}

=min {max {1, 0.6} ,min {1, 0.6}}
=min {1, 0.6} = 0.6.

Consider the following fuzzy functional and
fuzzy multivalued dependencies on R: {Name}
→ 0.79−−→F {Intelligence}, {Name, Intelligence}
0.6−−→F {Intelligence, Success}, {Salary}
→ 0.98−−→F {Intelligence, Success}, {Salary}
0.6−−→F {Success}.

It is not so hard to see that r satisfies these dependencies.
Namely, for tuples t1, t2 ∈ r, there is the tuple t2 ∈ r, such

that

ϕ (Name [t2, t1])

=0.9 > 0.79 = min {0.79, 0.9}
=min {0.79, ϕ (Name [t1, t2])} ,
ϕ (Intelligence [t2, t1])

=0.8 > 0.79 = min {0.79, ϕ (Name [t1, t2])} ,
ϕ ({Success, Salary} [t2, t2])

=1 ≥ min {0.79, ϕ (Name [t1, t2])} .

Furthermore,

ϕ ({Name, Intelligence} [t1, t2])

=min
{
ϕ (Name [t1, t2]) ,

ϕ (Intelligence [t1, t2])
}

=min {0.9, 0.8} = 0.8,

ϕ ({Intelligence, Success} [t1, t2])

=min
{
ϕ (Intelligence [t1, t2]) ,

ϕ (Success [t1, t2])
}

=min {0.8, 0.7} = 0.7,

so

ϕ ({Intelligence, Success} [t1, t2])
=0.7 > 0.6 = min {0.6, 0.8}
=min {0.6, ϕ ({Name, Intelligence} [t1, t2])} .

We also know that for tuples t1, t2 ∈ r, there exists the
tuple t2 ∈ r, such that
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ϕ (Salary [t2, t1])

=0.6 = min {0.98, 0.6}
=min {0.98, ϕ (Salary [t1, t2])} ,
ϕ ({Intelligence, Success} [t2, t1])

=0.7 > 0.6 = min {0.98, ϕ (Salary [t1, t2])} ,
ϕ (Name [t2, t2])

=1 ≥ min {0.98, ϕ (Salary [t1, t2])} .

Finally,

ϕ (Success [t1, t2])

=0.7 > 0.6 = min {0.6, 0.6}
=min {0.6, ϕ (Success [t1, t2])} .

Thus, the dependencies listed above are all satisfied by r.
Regarding the obtained results, we point out the following

remarks.
First, let C denote the set of the dependencies:

{Name} → 0.79−−→F {Intelligence},
{Name, Intelligence} 0.6−−→F

{Intelligence, Success}, {Salary} → 0.98−−→F

{Intelligence, Success}.
Denote by c the dependency {Salary} 0.6−−→F {Success}.
The obtained conclusions could be treated in the way that

r satisfies c and each of the elements in C independently of
each other. However, we could wonder if or not the set C
implies c in particular case of fuzzy relation instance r, or
more generally, in the world of two-element fuzzy relation
instances, or even more generally, in the world of arbitrary
fuzzy relations.

Recall Example 1 (see, Section 4).
Putting A, B, C, D in Example 1 to be ”Name”, ”Intel-

ligence”, ”Success”, ”Salary”, and θ1, θ2, θ3 to be 0.79, 0.6,
0.98, we find that the set of dependencies C yields the de-
pendency c (in arbitrary fuzzy relations). This fact shows that
the results derived within this discussion can be generalized,
and what is more important, can be obtained in an automated
way. Namely, the assertion of Example 1 is achieved via in-
ference rules (proof I), as well as via resolution principle, i.e.,
via automatization (proof II). Thus, the obtained connection
between conclusions of this section and the possibility of au-
tomatization (enabled by the current research in total), pro-
vides the impact that this research could achieve in electrical
and computer engineering, showing also its practical applica-
bility.
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ness of Various Inference Rules for Vague Functional
Dependencies,” in 3rd International
Conference on Control, Artificial Intelligence,
Robotics and Optimization (ICCAIRO), Athens, 2019,
pp. 182–188.
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Sanela Nesimović derived the results, discussed their applica-
tions, and made examples and the literature review.

Follow: http://naun.org/main/format/contributor-role.pdf

Sources of funding for research presented in a scientific
article or scientific article itself
Report potential sources of funding if there is any

Creative Commons Attribution License 4.0  
(Attribution 4.0 International, CC BY 4.0)  

This article is published under the terms of the Creative  
Commons Attribution License 4.0  
https://creativecommons.org/licenses/by/4.0/deed.en_US 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING 
DOI: 10.46300/9106.2021.15.2 Volume 15, 2021

E-ISSN: 1998-4464 22

http://naun.org/main/format/contributor-role.pdf

	Introduction
	Preliminaries
	Results
	Applications and Examples
	Conclusion
	Final remarks



