
 
Abstract— Electroencephalogram (EEG) is a signal 

of an electrical nature reflecting the neuronal 

activities of the brain. It is used for the diagnosis of 

certain cerebral pathologies. However, it becomes 

more difficult to identify and analyze it when it is 

corrupted by artifacts of non-cerebral origin such as 

eye movements, cardiac activities ..., therefore, it is 

essential to remove these parasitic signals. In 

literature, there are different techniques for removing 

artifacts. This paper proposes and discusses a new 

EEG de-noising technique, based on a combination of 

wavelet transforms and conventional filters. 

The results of the proposed method are evaluated 

using three common criteria: 

signal-to-noise-ratio (SNR), mean square error (MSE) 

and cross correletion function (CCF). 

 These experimental results demonstrate that the 

proposed approach can be an effective tool for 

removing artifact without suppression of any signal 

components. 
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I. INTRODUCTION 

The electroencephalogram (EEG), represents the 
electrical activity of the brain, it is very useful for clinical 
diagnosis and for electro-physiological analysis of the 
brain [1], [2], [3]. The neuron is the basic functional unit 
in   the brain, it is located in the cerebral cortex, which is 
divided into four main parts (frontal, parietal, temporal 
and occipital) each one is responsible of various 
functions, such as visual information which is processed 
 

 

by the occipital lobe and auditory perception which is 
processed by the temporal lobe. 

There are several methods to record EEG signals include 
EEG measuring electrical activity in the scalp, MEG 
measuring the magnetic field induced by electrical 
activity of the brain, functional magnetic resonance 
imaging (FMRI ) and functional spectroscopy near 
infrared spectroscopy (fNIRS) for changes in blood 
oxygenation level resulting from neural activity [4].  

however the most used technique and which remains non-
invasive is that proposed by Berger which is  recording of  
electrical activity by a system of electrodes placed on the 
scalp  [4] [5]. giving the cervical rhythm which is the sum 
of the electrical activity of thousands of neurons. 
These recordings are classified into five categories 
according to their frequencies: frequencies below 0.5 Hz 
are considered to be baseline noise; the delta rhythm 
appears in the frequency domain (0.5  
to 4 Hz) only during deep sleep or in infants as an 
irregular activity; while the theta rhythm (4à 7 Hz)  is a 
sign of drowsiness and early sleep; the third category is 
that of the typical rhythm in the resting state with the eyes 
closed, which is called the alpha rhythm (8 to 12 Hz); the 
beta rhythm which is localized in the frequency domain 
(13 to 30 Hz) is remarkable in stressful situations; and 
finally the gamma rhythm (> 30 Hz) which is associated 
to the high order functions of the brain[6]. There are also 
other transient components of EEG that are encountered 
during sleep, such as the K complex, the mu rhythm 
which is caused by movement or the stroke component 
(epilepsy). The specific components which are a response 
to an external excitation (the evoked potentials) give a 
different type of EEG recording [7], [8]. 
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 These rhythms are used by neurologists to detect and 
identify cerebral pathologies like: Alzheimer, Epilepsy, 
brain stroke and sleep disorder. However, in the presence 
of certain artifacts; it becomes difficult to analyze this 
signal, so it is necessary and essential to processes it and  
remove these sources of noise to ensure correct diagnosis 
of lot of pathologies.  
The approach discussed in this paper is divided into two 
stages:  

 The first step is dedicated to remove unwanted 
frequencies through the use of conventional filters, while 
the second step is used to cancel artifacts via the use of an 
adequate process based on wavelet transform. 

II. RELATED WORK 
In recent years, many approaches have been proposed to 
remove or attenuate artifacts from recorded EEG. 
Principal component analysis (PCA) has been used to  

remove artifacts from EEG signal [10], [11]. However 
PCA cannot remove completely  artifacts from the signal   
because the waveforms of some artifacts as ocular 
artifacts are smaller in amplitude with respect to the 
ongoing EEG [34], [35]. Later, independent component 
analysis (ICA) was proposed. The ICA is developed with 
respect to blind source separation especially ocular 
artifacts (OA) which is  a major source of artifacts that is 
difficult to remove  [6], [8], [15], [16], However, to 
eliminate this kind of artifacts, ICA needs a reference 
signal that requires a tedious visual classification of the 
components [9], [10]. Some research methods have used 
the modeling of OAs components based on improved 
support vector machine techniques [14] to isolate them 
from the EEG [12], [13]. 

The late of 1980s a novel method was proposed to carry 
out time-scale analysis of a signal which is the 
Wavelet Transforms (WT) [17], [18], [28]. The WT gives 
a unique framework for many techniques that have been 
developed for various applications. As WT is suitable for 
analysis of non-stationary signals which constitute a 
strong point over spectral analysis, it is appropriate to 
locate all transient events, which may appear while 
epileptic seizures [27]. 
Some researchers have suggested a method based on 
(WT) and (ICA) to give rise to a new technique: the 
analysis of independent components of wavelets (WICA). 
This approach has given satisfactory results in separating 
noise from brain waves with minimal information loss 
[19]. 

                      III.     METHODOLOGY 
The EEG signal has been downloaded from [33] to test 
our proposed method. The data is sampled at a rate of 128 
samples per second. The proposed method consists of 
removing different kinds of artifacts, as shown in figure 1 
our system is composed of two stages: 
The first stage devoted to remove the effect of AC line 
and unwanted frequencies. 
The second stage used to remove different kind of noise, 
whether it’s an extrinsic noise or artifacts. 
The stage one is used to prepare the EEG signal and 
pinpointing the useful frequencies where the stage  two 
used to de-noise the prepared EEG signal.  

 

Fig. 1 the proposed system for noise removing to the EEG 
signal 

A.  Conventional filters 

The unwanted frequencies that cover the EEG signal are 
being rejected using notch filter and band pass filters. The 
noise caused by AC line is going to be removed via notch 
filter, while the band pass filters is going to keep just   
useful frequencies which vary between  0.1Hz and 63 Hz. 
The concept of digital filters resort to the mathematical 
approach that we applied to discrete representations of 
continuous signals for rejecting or reducing undesirable 
frequencies. In general, the discrete filtering of EEG 
signals consists in a cross-multiplying of each noisy data 
point and other neighboring points around it with a set of 
weights. A recurring cross-multiplication process for each 
point is likely to remove some artifacts as well as the 
Direct Current line DC. 

These conventional filters algorithms are designed for 
reducing the start-up and the transient termination through 
a change in the initial values corresponding to the Direct 
Current component of the signal component DC.  

B. Wavelet Transform (WT) 

The wavelet transform is a spectral estimation method 
which consists in expressing a general function as an 
infinite series of wavelets [20], [21]. The main idea 
behind wavelet analysis is to express a signal as being a 
linear combination of a particular set of functions called a 
wavelet transform, which we get by shifting and 
expanding a single function called the mother wavelet. 
The decomposition of the signal produces a set of 
coefficients called wavelet coefficients. Thus, we can 
reconstruct the signal as a linear combination of the 
wavelet functions weighted by the wavelet 
coefficients[35-40]. 

 To have an exact and precise reconstruction of the signal, 
an appropriate number of coefficients must be calculated. 
The main advantage of wavelets lies in the time-
frequency localization [24-26], which implies that the 
major part of the energy of the wavelet is indeed limited 
to a precise time interval. The frequency localization 
shows that the Fourier transform (TF) is band limited. 
Compared to Short Time Fourier Transform (STFT), the 
principal advantage of time-frequency localization is the 
ability to vary the time-frequency aspect ratio, thus giving 
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good frequency localization at low frequencies (long 
windows) as well as good temporal localization at high 
frequencies (short time windows). This leads to 
segmentation, or a tiling of the time-frequency plane 
which agrees with most physical signals, and precisely 
those having a transient nature. This approach applied to 
the EEG signal allows revealing all characteristics related 
to the transient nature of the signal which are not 
transmitted by the Fourier Transform[41-43].  

 As already indicated in the previous paragraph the 
wavelet transform (WT) allows to introduce a good 
representation of a function in the time-frequency domain 
fundamentally, a wavelet is a function Ψ     with 
zero average 

 
The Continuous Wavelet Transformation (CWT) of a 
signal xtdefined as:  

 
Where the function Ψ (t) is the mother wavelet, while the 
asterisk refers to the complex conjugate, the scalars a and 
b (a, b∈R) are scaling parameters (dilation and 
translation), respectively. The scale parameter a defines 
the oscillation frequency and the wavelet length, and the 
translation parameter b defines its shifting position. 
The application of WT in engineering fields generally 
requires discrete WT (DWT). DWT is established using 
discrete values of the scaling parameter  and the 
translation parameter  then we get    

 With m, n∈ Z, m 
determines the frequency localization and n determines 
the temporal localization [23]. In general, we can choose 

= 2 and = 1. This choice allows to define a dyadic-
orthonormal WT and also allows to provide the basis of a 
multi-resolution analysis (MRA). So, we can decompose 
any time series x (t) in terms of approximations provided 
by the scaling functions and the details provided 
by the wavelets [22]. The wavelet function is 
associated with the high pass filters (HPF) and the scaling 
function is associated with the low pass filters (LPF) The 
decomposition procedure begins by passing the signal 
through these filters. The approximations are the low 
frequency components of the time series while the details 
are the high frequency components. The signal is passed 
through an HPF and an LPF. Subsequently, the outputs of 
these two filters are decimated by 2 in order to obtain the 
detail coefficients and the approximation coefficients at 
level 1 (A1 and D1). These approximation coefficients 
are then sent to the second step for the purpose of 
repeating the procedure. Finally, the signal is decomposed 
to the desired level.  

Fig.2. DWT decomposition at several levels (Hp_D and Lp_D 
refer to high and low pass filters respectively) 

C. Wavelet families 

The wavelength families are grouped in the following 
table with regard to wavelets. 

Wavelets  

Families 
Wavelets 

Daubechies 
 ‘db’or’haar’,’db2’,…,’db10’,…,’db10’,…,’db45’ 

Coiflets ‘coif1’, …,’coif5’ 

Symlets ‘sym2’, … ,’sym8’, … ,’sym45’ 
Discrete 
Meyer ‘dmey’ 

Biorthogonal 

‘bior1.1’,’bior1.3’,’bior1.5’,’bior2.2’,’bior2.4’,’bior2.6’,’
bior2.8’,’bior3.1’,’bior3.3’,’bior3.5’,’bior3.7’,’bior3.9’, 
‘bior4.4’,’bior5.5’,’bior6.8’. 
 
 
’, 

Tab.1. wavelet families 

  Daubachies 
 In general, the wavelets of the Daubechies family are 
known by the sign dbN (N is the order). They belong to 
orthogonal wavelets. 

  Coiflets 
 It is a discrete wavelet designed by Ingrid Daubechies in 
order to have a scaling function with moments of 
disappearance. The scaling function and the wavelet 
function needs to be normalized by a common factor.  

  Symlets 
The wavelets of the symlet family are known by symN (N 
isorder). These wavelets are almost symmetrical, 
orthogonal and biorthogonal, they are also suggested by 
Daubechies as being a modification of the db family. 
The characteristics of these two wavelet families are 
similar [19]. 

 Biorthogonal 
 Biorthogonal filters state a superset of orthogonal 
wavelet filters and have found their use virtually in all 
fields where wavelets are widely used. The biorthogonal 
family wavelets are known as bior. biorthogonal wavelet 
transformation are widely used in image processing, since 
it makes multi-resolution analysis possible and does not 
produce redundant information. 
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D. Discrete wavelet de-noising approach  

To remove certain artifacts such as eye movements, 
blinking eyes, muscular activities we introduced the 
technique of wavelet de-noising, this process essentially 
consists of two main stages:  
Step1: is used to decompose the EEG signal so as to 
obtain the detail and approximation coefficients, via a set 
of conventional filters: low pass filters and high pass 
filters. In fact, the low pass filter makes it possible to 
extract the coefficients of detail, while the high pass filter 
serves to obtain the approximation coefficients [5].  
Step 2: is used to find the threshold value of the two types 
of coefficients (detail coefficient and approximation 
coefficients) which is already established in the first step  
The noise suppression process is done while resetting all 
the coefficients that have absolute values below the 
threshold level. 
step3: the reconstruction of the new coefficients using the 
inverse discrete wavelet transform (IDWT) with a sample 
of two for each step [6].  
To analyze the EEG signal, Symlet5 was used as a basic 
function, decomposed into 7 levels. 

E. Evaluation criteria 

 To evaluate the performance of  our proposed method ; 
we used 3 criteria,   which are  Signal-to-Noise Ratio 
SNR (1), Mean Squared Error MSE(2), and Cross 
Correlation Function CCF (3) 

                               (1) 
 

                          (2) 
 

 (3) 

 With x (n) is the original signal while   x(n) is the filtered  
signal, the sign *  refers to  the complex conjugate. The 
best performances of our method when we achieve the 
highest value of the SNR, the lower value of the MSE and 
also, the highest value of the points of intersection of 
CCF. 

IV.  RESULTS AND DISCUSSION 

 Since there are no real recordings of EEG signals, these 
recordings have been downloaded from [33] to test our 
proposed method. The data is sampled at a rate of 128 
samples per second.  
Figure 1 shows two noisy EEG signal recording channels 
in which  we try to remove all types of existing noises. 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig.3. Two channels of input signal EEG 

A. Notch and band pass filters  

 In the first step, the two filters were used: the band pass 
filter and the band stop filter. 
 Indeed, the band stop filter has the role of cancelling the 
undesirable effects of the AC line and all its harmonics 
(49-51) Hz that overlap with the EEG signal especially 
with gamma band, which causes an increase of the 
amplitude of its frequencies. While the band-pass filter is 
used to eliminate certain artifacts such as ocular artifacts, 
and it is also effective in removing the DC line produced 
by the electronic equipment. The following figure shows 
the two channels of filtered EEG signals of all of its noise 
types reported above 
 
 
 
 
    
 
 
 
 
 
 

Fig.4. two channels of EEG signal filtred by notch filter and 
band pass filter  

B. Wavelet de-noising process 

 In the second stage, the system suppress all kind of  
artifacts that cover the recorded signal with wavelet 
process. The wavelet transform is extremely powerful for 
representing different features of signals like trends, 
repeated patterns, discontinuities, and; it is particularly 
effective for non-stationary signal especially in our case 
where the EEG signal represents all these events. 
Therefore, the wavelet transform is an efficient and robust 
tool to properly analyze signals of a transient nature since 
we can get the information about time and frequency. 
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 Fig.5. Two channels of EEG signal recording denoised by 
bandstop filter, bandpass filter and wavelet transform. 

  From the figure above, we notice that the majority of 
artifacts that affect the EEG signal are removed without 
affecting the components of the EEG signal. We 
measured the performance of this stage by calculating 
SNR, MSE, and CCF at the output of the wavelet 
denoising technique used for two different signals 
 

Subj
ects 

SNR(dB) CCF MSE 

 Chann
el 1 

Chann
el 2 

Channel 
1 

Channel 
2 

Channel 
1 

Channel 
2 

1 56.777
2 

62.589 0.8835 0.8753 0.3696 0.2124 

2 49.423
8 

51.388
4 

0.7476 0.9366 0.8671 0.6879 

Tab.2. The performance of wavelet de-noising process 

  according to the results of the table above, we can note 
that the values of the criteria SNR, MSE and CCF  vary 
from a channel to another on the one hand, and from a 
subject to another on the other hand, and this is due to the 
kind of artifacts. We observe that the SNR of the EEG 
signals is high, the MSE is low for both cases, the CCF 
gave a good value too, which proves that the de-noised 
signals remain in correlation with the previous stage, 
which means the effectiveness of the proposed method. 
 

V. CONCLUSION  

 The noise present in the electroencephalogram signals is 
known like artifacts and these artifacts must be 
suppressed from the original signal for appropriate 
treatment and analysis of electroencephalogram signals to 
facilitate the detection of various diseases related to the 
brain.  
This work proposes a filtering approach to remove the 
noise and errors of electroencephalogram signal. This 
process consists of two stages: conventional Filters (band 
pass filter and band stop filter), and Wavelet de-noising 
process. Firstly the band stop filter rejects the effects of 
AC line (49-51) Hz, while the band pass filter only allows 
the useful frequencies to pass (0.1-63) Hz. Secondly the 
wavelet transform offers a perfect success in the rejecting 
the most of artifacts that overlapped with recorded 
signals, without affecting the electroencephalogram signal 
components, we tested the performance of the technique 
proposed by several criteria, it gave us satisfactory results 
Finally; this research provides an efficient technique for 
improving the quality of electroencephalogram signals in 
biomedical analysis . 
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