
 

 

 
Abstract—In order to effectively estimate the parameters 

of the frequency hopping signals under low signal-to-noise 

ratio (SNR), a blind parameter estimation method based on 

the modified discrete time Wigner-Ville distribution 

(MDTWVD) is proposed. We choose a low order 

Chebyshev polynomial as the kernel function for reducing 

the cross-term. Then, the parameters of the frequency 

hopping signals are finally obtained from the MDTWVD. 

The simulation experiment results show that the method 

used in this paper can effectively and accurately estimate 

frequency hopping signals parameters, especially under low 

SNR condition compared with other estimating methods. 
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I. INTRODUCTION 
requency hopping (FH) communication is a kind of 

spread spectrum communication. Because it has the 
advantages of strong anti-interference ability, convenience for 
networking and good secrecy, FH communication system has 
been widely used in different fields. In order to clearly show the 
signal’s characteristics of FH communication system, it is very 
important to accurately estimate the parameters of the FH signal 
[1], [2]. Because FH signal is a kind of typical nonstationary 
signal and its spectrum changes over time, the parameters of FH 
signal can be obtained by time-frequency analysis (TFA) 
methods. The TFA methods are effective tools to describe the 
time-varying features of nonstationary signals [3], [4], which 

 
 

can help us to understand those nonstationary signals more 
clearly. Many TFA algorithms have been proposed [4-8], TFA 
algorithms mainly include linear TFA algorithms and quadratic 
TFA algorithms. Linear TFA algorithms [9] include short-time 
Fourier transform (STFT) and continuous wavelet transform 
(CWT). Due to the limitations of Heisenberg's uncertainty 
principle, linear TFA algorithms cannot obtain good time and 
frequency resolution at the same time. 

For quadratic TFA algorithm [10], the multi-component 
signal introduces the interference of the cross-term, which leads 
to the reduction of the readability of the TFA result [3], [4]. 

At present, many algorithms to improve the performance of 
TFA have been proposed, such as the reassignment method 
(RS) [11], [12], synchro squeezing transform (SST) [13, 14]. 
Some relevant studies can be found in [15], [16] and [17]. 
However, signals are usually contaminated by noise [3, 4], 
especially in the case of low SNR. It has been shown that when 
the SNR is low, the parameters obtained by the above methods 
will have a large error. In order to improve the accuracy of 
parameter estimation under low SNR，this paper presents a 
method based on the modified discrete time Wigner-Ville 
distribution (MDTWVD), we chose a low order Chebyshev 
polynomial as the kernel function for reducing the cross-term, 
based on the above results of  MDTWVD , we can estimate the 
parameters of the FH signal. 

The paper is organized as follows. The problem formulation 
is given in Section 2. Estimation of FH signal parameters under 
low SNR condition is derived in Section 3. The simulation 
results and discussion are presented in Section4. Finally, 
conclusion is in Section 5. 
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II. PROBLEM FORMULATION 
The main feature of the FH signal is that the carrier frequency 

of the transmitter and the receiver hop along with 
pseudo-random spreading code. In the research of the FH 
signal, we consider the following FH signal defined as: 
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Where k is the dwell index, kc is the pseudo-random 

spreading code, cf  is the channel spacing, c is the hopping 

speed and hopping time ck . Thus the hopping frequency 

is 0 k cf c f . The function ( )t considered in this paper is 
represented as 

 
1 0 1

( )
0 otherwise

t
t

 
 


  (2) 

During signal transmission and reception, there will be 
Gaussian white noise. The receiver model considered in this 
paper is: 

 ( ) ( ) ( )x t s t n t    (3) 

Where ( )x t is the receiver signal and ( )s t is defined in 

equation (1). ( )n t  represents white Gaussian noise. There are 
some very important parameters in the FH communication 
system that can reflect the performance of FH communication. 
The parameters mainly include the hopping speed, hopping time 
and hopping frequency. Thus, our goal in this paper is 
estimating parameters of the FH signal under low SNR, i.e., the 
estimating hopping speed, hopping time as well as the hopping 
frequency defined in equation (1) and equation (3). Using the 
above three parameters, it can clearly show the signal’s 
characteristics. 

 

III. ESTIMATION OF FH SIGNAL PARAMETERS UNDER LOW SNR 
CONDITION 

In this section, we use the modified discrete time 
Wigner-Ville distribution (MDTWVD) to estimating the 
instantaneous frequency (IF) of FH Signals. The cross-term 
interference of MDTWVD is reduced through a reasonable 
choice of the kernel function. The kernel function is designed 
according to the signal characteristics. 

By sampling the signal ( )x t of equation (3) with the 

frequency sf , i.e. [ ] ( )
s

n
x n x

f
 , the MDTWVD can be 

expressed as 
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Where the ambiguity function ,
x

n lA  in equation (3) is defined 

as 

 
j4

*
,

2 [ ] [ ]e .s

n
l

fx

n l

ms

A x n m x n m
f





     (5) 

Because the auto-term of the ambiguity function is always at 
the origin of the plane ( , )n l  , and the cross-term is located far 

away from the origin of the plane ( , )n l , Therefore, we can 

design a two-dimensional low-pass filter ,n l in ( , )n l  plane 

for filtering the ambiguity function, then effectively reducing 
the cross–term interference. When , 1n l  , equation (4) is 

discrete time Wigner-Ville distribution, it has serious 
cross-term interference. Therefore, the choice of ,n l  will 

have an important impact on the cross-term. Different choices 
for the kernel function ,n l  yield different time-frequency 

representations such as Choi-Williams distribution and 
Rihaczek distribution. But they are all the fixed-kernel methods. 
This method may not have the expected effect on some signals. 
A reasonable method is to design different kernel functions 
according to the characteristics of signals. 

In order to reduce cross-term interferences we introduce a 
choice of the kernel ,n l  as 

 2
, ,1/ (1 )n l n lF     (6) 

Where ,n lF  is a 5 order Chebyshev polynomial, that is, 
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  in the above equation represents the function with   as 

its argument.   is equal to 

 arctan( / ).l n    (8) 
In order to effectively reduce the cross-terms which is located 

far away from the origin of the plane ( , )n l  of the ambiguity 

function ,
x

n lA , we need to solve the following optimization 

problem 
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Equation (10) restricts the type of kernel function based on 
Chebyshev polynomials. The kernel function is a 
two-dimensional low-pass filter, which is conducive to passing 
the auto-term in the AF at the origin.  Equation (11) restricts the 
volume of the kernel function to be smaller than α, in order to 
suppress the cross-term. At the same time, the objective 
function determines the optimal passband shape based on the 
Chebyshev polynomial kernel function, (10) and (11) promote it 
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to pass through the auto-term at the origin of AF, while the 
cross-term away from the origin is suppressed due to the 
limitation of the kernel function volume. 

Since the shape of the kernel ,n l  is completely 

parameterized by the one-dimensional function  , finding the 

optimal kernel opt  for a signal is equivalent to finding the 

optimal function opt  for the signal. The optimization problem 

equation (9) is then solved for the optimal function opt , which 

determines the optimal kernel opt . 

 opt 2
opt

1
1 F
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Where 
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   Substitu

ting opt  into equation (4), we obtain the result opt ( , )xM t f  

of signal ( )x t . In order to estimate the parameters of the FH 
signal, we need to first obtain the IF of the FH signal. 

The IF estimator of FH signal ( )x t  is 

 opt
ˆ ( ) arg max[ ( , )].x

x
f

f t M t f   (13) 

Utilizing equation (14), the procedure of estimating the FH 
signal of equation (1) can be proceeded as follows:  

Step1: Given the received signal equation (3), compute the 
MDTWVD opt ( , )xM t f   of the sampled FH signal 

sequence 0 1{ , , }Nx x  ; 
Step2: From equation (11), we obtain the IF of FH signal 

as ˆ( ) ( )xy t f t , [1, ]t N ; 

Step3: Get the FFT of ( )y t , take the frequency point with the 

largest amplitude as ,maxtN , let ,max/h tN N N , then the 

estimated value of hopping speed  c   is ˆ /c h sN f  ; 

Step4: Get the k  peak position of  ( )y t  in the interval 

[ 1, ]h ht N N N   , 1 2, ,..., kt t t , Find the time ,minit  

corresponding to the minimum value of ( )y t in the interval 

1[ , ]( 1,2,..., 1)i it t i k   , The estimated value 

,min
ˆ /i i st t f  of the th( 1,2,..., 1)i i k   hopping time can 

be obtained; 
Step5: The estimated value of hopping frequency is 

1,min

,min

optarg max{| ( , ) |}* / (2 )
i

i

t

x

s

t

M t f f N


 . 

IV. RESULTS 

A. Simulation results 

Consider the FH signal of the form equation (1) where the 
amplitude of the signal is 1A   , the dwell index is 8k   and 
the channel spacing is 25 Hzcf k  as well as 1c ms   

and 0 25 Hzf k . Furthermore, in this example the 

pseudo-random spreading code kc  is 0,3,4,2,6,5,7,1 , the 

Nyquist sampling frequency 500 Hzsf k , Experimental 
platform was MATLAB R2019a. 

We use the following formulas to measure the estimated 
performance. For hopping speed, its formula can be shown as:  

 
ˆ

= c c

c

 





  (14) 

For hopping time as well as hopping frequency, its formula 
can be shown as: 

 2
ture( )

1

1MSE (X X )
k

i i

ik 

    (15) 

 In the above formula, Xi  represents the value of estimated 

and ture( )X .i represents the true value. 

We employ the method developed in the above section to 
estimate the parameters of FH signal. In order to prove the 
effectiveness of our method, our method is compared with the 
two proposed methods in [3, 4], the two methods are based on 
STFT and SPWVD. Fig 1 shows the simulation results of the 
STFT algorithm when SNR=-3dB. The black solid line in the 
figure represents the theoretical frequency, and the red dashed 
line represents the IF extracted by the STFT algorithm. In this 
figure, we found difference between IF extracted and theoretical 
frequency, because of the low anti-noise characteristics, IF 
extracted frequency shows a noisy curve in this figure. 

 
Fig. 1 Comparison of extraction frequency by STFT 
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algorithm with theoretical frquency 
Fig. 2 shows the simulation results of the SPWVD algorithm 

when SNR=-3dB. In this figure, the extraction frequency agrees 
well with theoretical frequency except some position, e.g. when 

34 10t    s, we may find an error between extraction 
frequency and theoretical frequency. This phenomenon is due to 
the drawbacks of SPWVD algorithm, e.g. the kernel function is 
fixed. 

 
Fig. 2 Comparison of extraction frequency by SPWVD 

algorithm with theoretical frquency 
Fig. 3 shows the simulation results of the MDTWVD 

algorithm when SNR=-3dB. In this figure, the extraction 
frequency agrees better with theoretical frequency in any cases 
showing best robustness among these three methods. 

 
Fig. 3 Comparison of extraction frequency by MDTWVD 

algorithm with theoretical frquency. 

In order to illustrate the effectiveness of the MDTWVD 
algorithm proposed in this paper, we change the range of SNR 
from -5dB to 15dB, and estimate the error of hopping speed, 
hopping time and hopping frequency. The simulation results are 
shown in Fig. 4 to Fig. 6. 

 
Fig. 4 The estimation performance curve of hopping 

speed. 

 
Fig. 5 The estimation performance curve of hopping time. 
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Fig. 6 The estimation performance curve of hopping 

frequency. 
B. Discussion 

From Fig. 1 to Fig.3, we can see that our proposed algorithm 
MDTWVD has the smallest difference between the IF and the 
theoretical frequency under the same SNR. Because the 
estimation of the FH signal parameters needs to obtain the IF of 
the FH signal first, if the IF is closer to the theoretical frequency 
of the signal, the less error in the estimation of the FH signal 
parameters will be. By comparing Fig.4, it can be found that the 
hopping speed error estimated by the MDTWVD algorithm is 
smaller, followed by the SPWVD algorithm, and the STFT 
algorithm has the largest error. As the SNR increases, the 
estimation errors of the three algorithms decrease. When the 
SNR is greater than 0dB, the frequency hopping speed 
estimation error of the three algorithms does not change much.  
The main reason is that when the SNR is greater than 0dB, noise 
is no longer the main factor affecting the performance of 
hopping speed estimation. Compared with Fig.5, the 
MDTWVD algorithm estimates a smaller error of hopping time, 
while the STFT algorithm estimates a larger error, and basically 
does not change with the change of the SNR. The SPWVD and 
MDTWVD algorithm estimation errors decrease with the 
increase of the SNR. Compared with Fig.6, the hopping 
frequency error estimated by the MDTWVD algorithm is 
smaller, especially when the SNR is lower than 3dB, it is 
significantly better than the other two algorithms.  From Fig.4 to 
Fig6., the following conclusions can be drawn: The method 
MDTWVD proposed in this paper has smaller estimation error 
in low SNR.  Especially when the SNR is -5dB, the estimation 
error of the hopping speed, the hopping time, and hopping 
frequency are greatly reduced compared with the STFT and 
SPWVD algorithms, which can effectively estimate the 
parameters of the FH signal. Compared with the existing 
algorithm, when the SNR is less than 0dB, the estimated value 
of the algorithm proposed in this paper is more accurate, and the 
estimation error of the three parameters is reduced by 1 to 2 

orders of magnitude.  
The main reason is that we introduce a kernel function based 

on Chebyshev polynomials. This function can design kernel 
functions of different shapes according to the characteristics of 
the FH signal, which can effectively reduce the cross-term. So, 
the method proposed in this paper can obtain more accurate IF. 
Because the IF is the prerequisite for estimating the parameters 
of the FH signal in the next step, therefore, our proposed method 
can effectively estimate the FH signal parameters when the SNR 
is low. 

V. CONCLUSION 
 

In this article, we propose a method based on MDTWVD. 
Firstly, we use the modified discrete time Wigner-Ville 
distribution to estimate the IF of FH Signals. The cross-term 
interference of MDTWVD is reduced through a reasonable 
choice of the kernel function. We choose a 5 order Chebyshev 
polynomial as the kernel function. Then, the optimal kernel 
function is obtained according to the characteristics of the signal 
itself. Based on the above results, we can estimate the 
parameters of the FH signal. The simulation results show that 
this method can effectively estimate the parameters of FH 
signal, and can obtain smaller estimation error than the existing 
methods under the condition of low SNR. However, the 
algorithm in this study only discusses a single FH signal. For the 
case of multiple FH signals, further research is needed.  
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