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Abstract—With the progress and development of multimedia 
image processing technology, and the rapid growth of image data, 
how to efficiently extract the interesting and valuable information 
from the huge image data, and effectively filter out the redundant 
data, these have become an urgent problem in the field of image 
processing and computer vision. In recent years, as one of the 
important branches of computer vision, image detection can assist 
and improve a series of visual processing tasks. It has been widely 
used in many fields, such as scene classification, visual tracking, 
object redirection, semantic segmentation and so on. Intelligent 
algorithms have strong non-linear mapping capability, data 
processing capacity and generalization ability. Support vector 
machine (SVM) by using the structural risk minimization 
principle constructs the optimal classification hyper-plane in the 
attribute space to make the classifier get the global optimum and 
has the expected risk meet a certain upper bound at a certain 
probability in the entire sample space. This paper combines SVM 
and artificial fish swarm algorithm (AFSA) for parameter 
optimization, builds AFSA-SVM classification model to achieve 
the intelligent identification of image features, and provides 
reliable technological means to accelerate sensing technology. The 
experiment result proves that AFSA-SVM has better classification 
accuracy and indicates that the algorithm of this paper can 
effectively realize the intelligent identification of image features. 
 
Keywords —Image Detection, Support Vector Machine, Artificial 
Fish Swarm Algorithm, Parameter Optimization. 

I. INTRODUCTION 
n today's rapid development of intelligent information age, 
multimedia data information explosion growth, these data 

content involves a huge amount of image data, the rapid 
increase of these data has brought great challenges to the 
current image processing technology. Therefore, in the context 
of large-scale image data, it is necessary to actively improve the 
extraction efficiency of effective information of the image in 
order to carry out subsequent operations. Image detection is the 
process of extracting the interested feature area (detection 
target) through the image, in which the image is the carrier of 
the detection target, the detection target needs to be extracted 
and summarized in advance, and finally separated by the 
corresponding algorithm [1]. Inspired by the cognitive 
mechanism of the brain, image detection is an important part of 
 
 

computer vision. Its purpose is to objectively detect the most 
significant areas in the image and express the detected results in 
the form of binary graph. People have an outstanding ability to 
screen image information. They can quickly and selectively 
select some image information that they are interested in, while 
ignoring other visible information, they can concentrate limited 
perceptual and cognitive resources on the most relevant 
perceptual data subset [2]. In a word, image detection has a 
strong application value in today's social background, but it is 
also full of a variety of challenges, which is one of the problems 
that need to be solved effectively in the field of computer 
vision. Image detection methods can be divided into single 
frame image detection and multi frame image detection. Single 
frame image detection mainly uses the gray information of the 
image to segment the target, including the target detection 
method based on gray threshold and the target detection method 
based on edge information. Multi frame image detection is 
mainly used for moving object detection, including pixel 
analysis method, feature detection method and transformation 
based method. Support Vector Machines (SVM) is a binary 
classification model. Its basic model is the linear classifier with 
the largest interval defined in the feature space. The maximum 
interval makes it different from the perceptron; SVM also 
includes kernel techniques, which makes it a non-linear 
classifier in essence. The learning strategy of SVM is to 
maximize the interval, which can be formalized as a convex 
quadratic programming problem, which is equivalent to the 
minimization of the regularized hinge loss function. The 
learning algorithm of SVM is the optimization algorithm to 
solve convex quadratic programming. SVM is a quadratic 
programming problem of several basic equality constraints 
within a certain scope. So it has introduced the concept of slack 
variable, controlled the generalization ability of the model to 
stabilize it within a certain scope and effectively solve practical 
engineering problems through continuous trainings, 
optimization and iterations [3]. Artificial Fish Swarm 
Algorithm (AFSA) is a new-type intelligent optimization 
algorithm, which is a top-down optimization algorithm. The 
algorithm is based on the behavior of fish foraging, gathering 
and tailing, it has many strengths: it has strong robustness, 
powerful global search ability and the setting of parameter 
tolerance and it is also proven to be insensitive to the initial 
value. This paper has adopted AFSA in the parameter 
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optimization of SVM and realized the image classification and 
intelligent feature identification.  

At present, image detection technology is developed towards 
the rapid and accurate direction. In linearly separable 
circumstances, SVM searches the optimal classification 
hyper-plane of two types of samples in the original space. In 
linearly inseparable cases, SVM adds slack variable for 
analysis, maps the samples in low-dimensional input space into 
the high-dimensional attribute space through non-linear 
mapping to make it possible to adopt linear algorithms and 
analyze non-linearity of samples in high-dimensional attribute 
space, and searches the optimal classification hyper-plane in 
this feature space [4] [5]. In 1995, Vapnik had proposed SVM 
as the new pattern recognition method based on the statistical 
learning theory. Its main idea was to build a classification 
decision plane and SVM mapped the data into 
high-dimensional space via kernel function in order to make it 
as linearly separable as possible. In the same year, Vapnik and 
Cortes had come up with soft margin SVM, which increased a 
component in the objective function to punish non-zero slack 
variable by introducing the false classification of measurement 
data of slack variable [6]. In 1998, Weston and others had 
brought forward the Multi-Class Support Vector Machine 
(Multi-SVM). It has converted multi-class classification into 
binary classification and applied SVM into the judgment of 
multi-class problems. Suykens and others with the double helix 
classification problem of DNA analysis as the research object, 
proposed to simplify and converted inequality constraint 
problems into equality constraint problems based on the 
original SVM model and converted the especially complex 
SVM training process into the solution to the system of linear 
equations which has greatly reduced the time and difficulty it 
takes to build SVM [7]. Suykens had proposed the Least Square 
Support Vector Machine (LS-SVM) algorithm and Scholkoph 
and Smola had raised v-SVM based on quadratic programming. 
The kernel functions which are frequently used by SVM 
include linear kernel function, polynomial kernel function, 
radial basis function, Fourier kernel function, spline kernel 
function and Sigmoid kernel function [8] [9]. 

This paper based on the parameter optimization by SVM and 
AFSA, realizes the intelligent identification of image features. 
First, it analyzes the SVM classification process, and identifies 
the important factors which affect SVM classification 
performance. Then, it selects the image feature information of 
different objects as the classification criteria, pre-processes the 
feature information and removes the influence of 
dimensionality and order of magnitude on classification effect. 
Finally, after AFSA realizes the parameter optimization of 
SVM, the test experiment proves that the AFSA-SVM in this 
paper is effective.  

II. IMAGE FEATURES 
 

A. Color Feature 

Color feature is a kind of global feature, which describes the 
surface properties of the scene corresponding to the image or 

the image area. The color feature describes the surface layer 
properties of the image area or the whole image corresponding 
to the scene. The color feature has little dependence on the size 
and perspective of the image itself, so it has high robustness. 
Color feature is based on the characteristics of pixels, and any 
pixel belonging to the image region or the whole image has its 
own contribution. Because the color is not sensitive to the 
direction and size of the image or the image area, the color 
feature can not capture the local features of the object in the 
image well [11]. Color histogram is a global color feature 
extraction and matching method. The values in the histogram 
are statistically derived. It describes the quantitative 
characteristics of the color in the image. It can reflect the 
statistical distribution and basic tone of the image color. It can 
simply describe the global distribution of the color in an image, 
that is, the proportion of different colors in the whole image 
Some images that are difficult to be segmented automatically 
and images that do not need to consider the spatial position of 
objects. Any color distribution in an image can be represented 
by its moments. Because the information of color distribution is 
mainly concentrated in low order moments, the first, second 
and third moments of color are enough to express the color 
distribution of images [12]. 

B. Texture Feature 

Texture feature is a kind of image feature which shows the 
homogeneity phenomenon in the image. It is also a global 
feature. This type of feature can reflect the periodic change of 
the object surface or the organization structure arrangement 
attribute with slow change. Different from color feature, texture 
feature is not based on pixel feature, it needs statistical 
calculation in the region containing multiple pixels. In pattern 
matching, this regional feature has great advantages and will 
not fail to match due to local bias [13]. As a statistical feature, 
texture features often have rotation invariance and good anti 
noise performance. Texture features not only represent the 
global characteristics, but also describe the surface 
characteristics of the image area or the whole image. They are 
not based on a single pixel, but need to be calculated and 
counted when the region contains multiple pixels. Texture 
features depict the repeated local patterns and their 
arrangement rules, which are often used in image classification 
and scene recognition. It can only reflect the characteristics of 
the object surface, can not fully reflect the essential attributes of 
the object, so only using texture features can not obtain the 
high-level content of the image. Texture features include 
nonuniformity of gray distribution, energy, gray average, 
gradient average, gray mean square error, gradient mean square 
error, correlation, gray entropy, etc [14].  

C. Shape Features 

The expression of shape features must be based on the 
segmentation of objects or regions in the image. Two classical 
algorithms are SIFT and HOG. SIFT is to find the feature points 
first, while HOG is to segment the image.  

(1) SIFT algorithm 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING 
DOI: 10.46300/9106.2021.15.35 Volume 15, 2021

E-ISSN: 1998-4464 307



 

 

SIFT algorithm to achieve feature matching mainly has three 
processes, the first is to extract key points, key points are some 
very prominent will not disappear due to illumination, scale and 
rotation and other factors, such as corner points, edge points, 
bright spots in dark areas and dark spots in bright areas, which 
is to search the image position in all scale space, through the 
Gaussian differential function to identify potential scale And 
rotation invariant points of interest. Then, the key points are 
located and the feature direction is determined. At each 
candidate position, a fine fitting model is used to determine the 
position and scale. The selection of key points depends on their 
stability, and each key point is assigned one or more directions 
based on the local gradient direction of the image. All 
operations on image data are transformed relative to the 
direction, scale and position of key points, so as to provide 
invariance for these transformations. Finally, by comparing the 
feature vectors of each key point, the matching pairs of feature 
points are found, and the corresponding relationship between 
image objects is established.  

The local feature points extracted by SIFT in scale space. 
SIFT feature points extraction is more convenient and robust to 
image scaling and other transformations, which has been 
widely used. The steps of SIFT algorithm are as follows. 

① The scale space is constructed and the image is scaled 
down 

② Search for key points in scale space, which are corners or 
inflection points 

③ Remove possible noise points, non maximum suppression 
④  Calculate the direction to construct 128 dimensional 

eigenvectors, calculate the vector of each feature point, each 
vector is 128 dimensions. 

(2) Hog algorithm 
Hog (histogram of oriented gradient) is used to detect the 

feature description of the object. The feature is constructed by 
calculating the histogram of gradient direction of the local area 
of the image. Hog feature is especially suitable for human 
detection in images. Because hog is operated on the local grid 
unit of the image, it can keep good invariance to geometric and 
optical deformation of the image. Under the conditions of 
coarse spatial sampling, fine directional sampling and strong 
local optical normalization, as long as the pedestrian can 
generally maintain upright posture, some subtle body 
movements can be allowed, which can be ignored without 
affecting the detection results. 

Hog feature steps, It is assumed that each region has key 
characteristics, so it is necessary to operate on each region. 

① Input image, gamma normalization 
② Calculate gradient: calculate the gradient of the image in 

the horizontal direction and vertical direction by difference, and 
then get the gradient amplitude and direction of each pixel 

③ The whole window is divided into cells with the same size 
and non overlapping cells (such as 8 × 8 pixels), and the 
gradient size and direction of each cell are calculated. Then the 
gradient direction of each pixel is divided into 9 bins in 0 − 180 
(undirected: 0-180, directed: 0-360). The gradient histogram of 
each cell is counted to form the descriptor of each cell 

④ 2 × 2 adjacent cells are divided into 16 × 16 pixel 
blocks, that is block. Slide the sliding window of block size 
from left to right and from top to bottom to calculate the 
histogram vector of gradient direction. The hog feature 
descriptor of a block is obtained by concatenating the feature 
descriptors of all cells in a block.  

(3) Haar features 
Haar features can be divided into four categories: linear 

features, edge features, point features (center features) and 
diagonal features. They can also be divided into three 
categories: edge features, linear features (including diagonal 
features) and point features (central features). By changing the 
size and location of feature templates, a large number of 
features can be listed in the image sub window. The feature 
obtained by extending the feature prototype in the image sub 
window is called "rectangular feature"; the value of rectangular 
feature is called "eigenvalue". The rectangle feature can be 
located at any position of the image, and its size can also be 
changed arbitrarily. Therefore, the rectangular feature value is a 
function of the three factors, namely, the type of the rectangle 
template, the position of the rectangle and the size of the 
rectangle. Therefore, the change of category, size and position 
makes the very small detection window contain a lot of 
rectangular features.  

Rectangular features are sensitive to some simple graphic 
structures, such as edges and line segments, but they can only 
describe the structures with specific directions (horizontal, 
vertical, diagonal), so they are relatively rough. For a 24 * 24 
pixel detection window, the number of rectangular features can 
reach 160000, and the appropriate rectangular features must be 
selected by a specific algorithm and combined into a strong 
classifier to detect. The four feature extraction template 
rectangles of Haar are shown in Fig.1 (the color block matrix 
includes horizontal, vertical and oblique 45 degrees). 

 

 
 

Edge features Line features 

  

Center-surround features Special diagonal line 
features 

 
Figure.1 The four feature extraction template rectangles of Haar 

 
(4) LBP features 
LBP (local binary pattern) is an operator used to describe the 

local texture features of an image. It has the advantages of 
rotation invariance and gray scale invariance. 
The original LBP Operator is defined as: in a 3 * 3 window, the 
center pixel of the window is taken as the threshold, and the 
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gray value of eight adjacent pixels is compared with it. If the 
surrounding pixel value is greater than the central pixel value, 
the position of the pixel is marked as 1, otherwise it is 0. In this 
way, 8 points in the 3 * 3 neighborhood can be compared to 
generate 8-bit binary numbers, that is, LBP value of the center 
pixel of the window is obtained, and this value is used to reflect 
the texture information of the region. 

The biggest drawback of the basic LBP Operator is that it 
only covers a small area within a fixed radius, which obviously 
can not meet the needs of different sizes and frequency textures. 
In order to adapt to the texture features of different scales and 
meet the requirements of gray scale and rotation invariance, the 
LBP Operator is improved. The 3 × 3 neighborhood is extended 
to any neighborhood, and the square neighborhood is replaced 
by the circular neighborhood. The improved LBP Operator 
allows any number of pixels in the circular neighborhood with 
radius R. Thus, LBP operators with P sampling points in a 
circular region with radius R are obtained 

The extracted LBP Operator can get a LBP code in each 
pixel. After extracting the original LBP Operator for an image 
(recording the gray value of each pixel), the original LBP 
feature is still "a picture" (recording the LBP value of each 
pixel). In the application of LBP, such as texture classification 
and face analysis, LBP spectrum is not used as feature vector 
for classification and recognition, but the statistical histogram 
of LBP feature spectrum is used for classification and 
recognition. 

The steps of extracting LBP feature vector. 
(1) Firstly, the detection window is divided into 16 × 16 

small cells; 
(2) For a pixel in each cell, the gray values of the eight 

adjacent pixels are compared with it. If the value of the 
surrounding pixel is greater than that of the center pixel, the 
position of the pixel is marked as 1, otherwise it is 0. In this 
way, the 8 points in the 3 * 3 neighborhood can generate 8-bit 
binary numbers, that is, the LBP value of the center pixel of the 
window can be obtained; 

(3) Then calculate the histogram of each cell, that is, the 
frequency of each number (assuming that it is a decimal 
number LBP value), and then normalize the histogram; 

(4) Finally, the statistical histogram of each cell is connected 
to form a feature vector, which is the LBP texture feature vector 
of the whole image; 

Then SVM or other machine learning algorithms can be used 
for classification. Several LBP operators are shown in Fig.2. 
 

 
 

Figure.2 Several LBP operators 
 

III. PRINCIPLES OF SUPPORT VECTOR MACHINE 
 

Assume that the training set samples have N-dimensional 
features and L sample set can be represented as 

1 1( ), , , ( , ) n

l lx y x y R  . 
Build the hyper-plane as: 
 

( ) ( )f x x b             (1) 
 
In this equation, ϖ is the normal vector of the hyper-plane, 

( )x  is the non-linear mapping function and b  is the deviation 
value [15] [16]. 

To minimize the structural risk, the optimal classification 
plane meets the following condition: 

 
( ( ) ) 1i iy x b             (2) 

 
Introduce non-negative relaxation factor i  to make the 

classification error within a certain scope. Therefore, the 
optimization problem has become: 

 
2
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

，

     (3) 

 
where c  is the penalty factor, which controls the complexity 

and generalization of the model [17]. 
Standard SVM adopts  -insensitivity function, namely that 

assume all training data are shown with linear function fitting in 
accuracy  , 
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 (4) 

 
Where *,i i   are relaxation factors. When the classification 

has an error,   and *
i  both are bigger than 0 and they are 0 if 

there is no error [18]. At that time, this problem has been 
converted into the minimization problem of the object function: 

 
* *

1

1( , , ) ( )
2

n

i i

i

R C      


   
      

(5) 

 
The 1st item in Equation (5) makes the fitting function flatter 

and thus generalization ability is enhanced. The 2nd item is to 
reduce the error. The constant 0C  means the penalty 
imposed on the sample which exceeds the error  . It can be 
seen by solving Equation (4) and Equation (5) that this is a 
convex quadratic optimization problem [19]. So Lagrange 
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function is introduced to convert the minimization problem into 
the form of duality: 

 

1 1 1
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      (6) 

 
where 
 

( , ) ( ( ) ( ))i j i jK x x x x           (7) 
 
Introduce radial basis function as: 
 

2( , ) exp( )i j i jK x x g x x          (8) 

 
2
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| |
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i

x x
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
          (9) 

 
where g  is a kernel function parameter and it decides the 

scope and width of the input space. Here, the center of every 
basis function corresponds to a support vector. They as well as 
the output weights are automatically determined by the 
algorithm. The inner product function in the form of radial basis 
resembles human visual system. When different S parameter 
values are selected, the corresponding classification plane 
changes dramatically [20]. 

The above optimization problem has been converted into: 
 

2
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  (10) 

 
Two important parameters in the classification process are 

penalty factor c  and kernel function parameter g . To select 
the effective and optimal c  and g  makes SVM show excellent 
prediction performance. If c  is too small, under-fitting 
phenomenon will occur in the model and if c  is too big, the 
model will have over-fitting; if g  is too small, the model is not 
sufficiently accurate and if g  is too big, prediction error may 
occur easily [21] [22].The kernel functions of SVM are shown 
in Fig 3. 

 

 
 

(a) Linear kernel function  
 

 
 

(b) RBF kernel function 
 

Figure.3 The Kernel functions of SVM 
 

IV. ALGORITHM IMPLEMENTATION AND EXPERIMENTAL TEST  
 

A. Algorithm Process 
 

Artificial fish swarm algorithm (AFSA) has five basic 
parameters: visual field of artificial fish, step, group size n , 
trynumber, crowding factor δ.  

(1) Visual field: since visual field has a great influence on 
each behavior of the algorithm, its change has a complex 
influence on the convergence performance. When the field of 
vision is small, the foraging behavior and random behavior of 
artificial fish are more prominent; when the field of vision is 
large, the rear end behavior and clustering behavior of artificial 
fish will become more prominent, and the complexity of the 
corresponding algorithm will also increase. In general, the 
larger the field of vision, the easier it is for artificial fish to find 
the global optimal solution and converge.  

(2) Step length: for a fixed step length, the convergence 
speed is accelerated with the increase of the step length. 
However, if the step length exceeds a certain range, the 
convergence speed will slow down. If the step length is too 
large, the oscillation phenomenon will appear, which greatly 
affects the convergence speed. The random step size method 
can prevent the oscillation phenomenon to a certain extent, and 
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greatly reduce the sensitivity of the parameter, but the fastest 
convergence rate is the optimal fixed step size. Therefore, for 
specific optimization problems, we can consider using 
appropriate fixed step size or variable scale method to improve 
the convergence rate. 

(3) Group size n: the more the number of artificial fish, the 
stronger the ability to jump out of the local optimal solution, 
and the faster the convergence speed. Of course, the cost is that 
the computation of each iteration of the algorithm is also larger. 
Therefore, in the use process, under the premise of stable 
convergence, the number of graphs should be reduced as much 
as possible. 

(4) Trynumber: the more the number of attempts, the 
stronger the foraging ability of artificial fish and the higher the 
convergence efficiency. When the local extremum is 
prominent, it should be appropriately reduced to increase the 
probability of artificial fish random walk and overcome the 
local optimal solution. 

(5) Crowding factor δ: take the maximum value as an 
example (the minimum value is just opposite to the maximum 
value). The larger the δ is, the smaller the allowable crowding 
degree is, and the stronger the artificial fish's ability to get rid of 
the local optimal solution is. However, the convergence speed 
will slow down. This is mainly because the artificial fish will 
walk away randomly due to avoiding overcrowding or be 
rejected by other artificial fish when approaching the optimal 
solution. It can't approach the extremum point accurately by 
using the method. It can be seen that although the introduction 
of δ can avoid the artificial fish from overcrowding and falling 
into the local optimal solution, on the other hand, this parameter 
will make the artificial fish near the extreme point repel each 
other and it is difficult to approach the extreme point 
accurately. Therefore, for some specific problems where the 
local extremum is not very serious, the crowding factor can be 
ignored, so as to simplify the algorithm, accelerate the 
convergence speed and improve the accuracy of the results. 

Randomly select 60 groups of every type of different 
microbial samples as the training set and 20 groups as 
prediction set. First of all, adopt data pre-processing method 
and remove the impact of different dimensions and magnitudes 
in 20-dimensional image features on the classification 
performance. Then select AFSA to optimize the selection of 
important parameters which affect SVM classification 
performance. The initial population is 30, the dimension is 20, 
the step length is 0.5, the visible range is 2,  δ is 0.6 and the trial 
of foraging behavior is 10. The basic behaviors of artificial fish 
are as follows. 

(1) Foraging behavior 
The current status of artificial fish i  is iX  and randomly 

select a state 
jX  in its perception range. 

 
Visual Rand()j iX X         (11) 

 

where Rand() is a random figure between 0 and 1. In the 
maximization problems, if 

i jY Y , move one step towards this 
direction. 

1 Step Rand()
i

t

j it t

i t

j i

X X
X X

X X




   


     (12) 

 
Otherwise, randomly select the state 

jX  again, and 
determine whether the condition to move forward is met. If not, 
randomly move one step forward. 

 
1 Visual Rand()t t

i iX X          (13) 
 
(2) Swarm behavior 
The current state of the artificial fish is iX  and explore the 

number of fish 
fn  which meets Visualijd   and the central 

position oX  in the current neighborhood. If /c f iY n Y , it 
indicates that there is much food in the center and it is not 
crowded. Then move one step towards the center. 

 

1 Step Rand()
t

t t c i

i i t

c i

X X
X X

X X

 
   


     (14) 

 
Otherwise, implement the foraging behavior. 
(3) Following behavior 
The current state of artificial fish i  is iX . Explore the fish

jX  with the maximum 
jY among those which meet 

Visualijd   in the current neighborhood. If /j f iY n Y , it 
indicates that the state of 

jX  has higher food concentration and 
it is not very crowded. Then move one step towards the 
direction of 

jX . 
 

1 Step Rand()
t

j it t

i i t

j i

X X
X X

X X




   


     (15) 

 
Otherwise, foraging behavior is implemented. 
The above three kinds of behaviors will convert into each 

other in different conditions. The fish selects the current 
optimal behavior for implementation through the evaluation of 
the behavior to reach the position with higher food 
concentration. 

 

B. Experiment and Analysis 

The test images come from the images of microorganisms in 
the field of biology. Altogether 20 dimensions are extracted 
from the color features and texture features of different images. 
RBF is selected as the classification kernel function of SVM. 
Fig.4 and Fig.5 are the parameter optimization process and 
result of AFSA-SVM. It can be seen that when the training set 
is 4 times crossover and the accuracy is 100%, the optimal 
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parameters c  and g  are obtained and they are 15.1832 and 
0.068754 respectively. 

 

 
 

(a)Original image 
 

 
 

(b)Grayscale image 
 

 
 

(c)Histogram 
 

 
(d)Parameter optimization process of AFSA-SVM 

 
Figure.4 Microorganism 1 in water 

 

 
 

(a)Original image 
 

 
 

(b)Grayscale image 
 

 
 

(c)Histogram 
 

 
(d)AFSA-SVM Parameter optimization process of AFSA-SVM 

 
Figure.5 Microorganism 2 in water 

 
As shown in the above experimental results, AFSA-SVM 

has better classification accuracy for the feature data of 
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different microbes. Whether the sample data is high- or 
low-dimensional, and whether there is a great or a small data 
volume, RBF shows perfect classification performance. In 
other words, the small error obtained from definite trainings 
samples can make sure that the independent testing set still 
preserves a small error. With excellent generalization ability, 
the problems to be solved by AFSA-SVM correspond to a 
convex optimization problem; so the local optimal solution 
must be the global optimal solution. RBF converts non-linear 
problems into linear problems to find the solutions. The 
maximization of classification interval makes SVM has strong 
robustness. SVM is selected as a pattern classifier for 
intelligent recognition of image characteristic data. After 
theoretical analysis, it can be found that both penalty factor and 
kernel function parameter are important when it comes to the 
influence on SVM classification performance. 

The decision boundary of SVM is the maximum margin 
hyperplane to solve the learning samples. The advantage of 
SVM is that the generalization ability of SVM is strong, which 
can prove the generalization error of SVM. SVM solves the 
nonlinear classification problem by using the idea of spatial 
mapping and kernel function, and avoids the disaster of 
dimension. SVM has good robustness, and its final model 
"discards" a large number of redundant samples, only related to 
support vector, the latter only occupies a small proportion. For 
the case that the edges of two classification data overlap, the 
classification effect of SVM is not good enough. To solve this 
problem, SVM uses relaxation factor to "soften" the boundary. 
In order to achieve better fitting results, it allows some points to 
be within the boundary. The "hardness" of the boundary line 
can be controlled by a super parameter, usually C. If the 
relaxation variable C is large, the boundary will be "hard", and 
the data points can not "survive" within the boundary; if C is 
small, the boundary line is "soft", and some data points can 
cross the boundary line. 

 

V. CONCLUSION AND FUTURE WORK 
 

Due to its high flexibility and accuracy, microbial detection 
technology has been widely applied in medicine and food 
safety detection. Classifier has played a critical role as the 
terminal of pattern recognition process, which requires the 
algorithm to have strong non-linear mapping capability, data 
parallel processing capacity and generalization ability. With the 
development of artificial intelligence, many intelligent 
algorithms have come into being. SVM has been extensively 
used as the mainstream classifier in the current artificial 
intelligence field. AFSA is a concrete application of swarm 
intelligence. It needs no knowledge of particular information of 
the problems; instead, it only compares the problems and it has 
a fast convergence speed. This paper, based on using AFSA in 
the parameter optimization of SVM, has achieved the 
intelligent detection of microbial image features. The test 
experiment has proven that AFSA-SVM has better microbial 
image feature recognition. 

This paper combines SVM and artificial fish swarm 
algorithm (AFSA) for parameter optimization, builds 
AFSA-SVM classification model to achieve the intelligent 
identification of image features, and provides reliable 
technological means to accelerate sensing technology. The 
parameter selection of support vector machine often affects the 
performance of classifier. The parameter selection method in 
this paper is obtained by intelligent optimization algorithm 
AFSA, which effectively improves the generalization ability of 
support vector machine. The hybrid AFSA-SVM algorithm has 
faster convergence speed and more accurate accuracy. The 
future research work is as follows.  

(1) The next step is to optimize the objective function or 
design other fuzzy membership functions to further improve 
the robustness of AFSA-SVM. 

(2) In the case of seriously unbalanced data samples, SVM 
classification results tend to be biased to the one with large 
amount of data. How to effectively avoid the impact of 
unbalanced sample information on SVM is one of the important 
contents of future research.  

(3) The selection range of SVM parameters is not clearly 
defined. If the selection range is too large or too small, the 
phenomenon of “over fitting” and “under fitting” may appear in 
the learning machine. How to effectively avoid this situation 
and give different parameter selection ranges for different 
problems are also one of the key contents of future research. 
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