
 

 

  
Abstract—Speech segmentation is a very difficult problem, 

because of continuous nature of speech. Segmenting speech into 
various units (phonemes, syllables, and acoustic atoms) is essential 
in many applications. Choosing the best method of segmentation 
must be preceded by evaluation of its performance. This paper 
is a study of various numerical measures for automatic segmentation 
performance. 
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I. INTRODUCTION 

EGMENTATION  is a task of splitting continuous objects 
into meaningful units. For a speech input, these units are 

phonemes, words or sentences. The segmentation problem can 
be viewed as an unlabelled splitting problem where the input 
sequence needs to be split into subsequences. Methods for 
evaluating the accuracy of the segmentation problem tend 
to be ad-hoc with researchers using their own methods such 
as allowing 10% overlap between the predicted segmented and 
the ground truth. Since non-uniform segmentation is getting 
more popular some evaluation methods should be defined for 
common and general use. 

In the vast majority of approaches to speech recognition, the 
speech signals need to be divided into segments before 
recognition can take place. The properties of the signal 
contained in each segment are then assumed to be constant, 
or in other words to be characteristic of a single part of speech. 
Other levels of speech segmentation are often conducted 
as a part of further analysis in speech recognition systems. 

Speech segmentation can be used for a number of different 
tasks. Often it is used for word segmentation. This can be done 
by Viterbi and forward-backward segmentation [1]. Another 
applied method is based on mean and variance of spectral 
entropy [2]. A different problem covered by the same name 
is separating silence and speech from an audio recording [3]. 
The method uses so called TRAPS-based segmentation and 
Gaussian mixture based segmentation. Segmentation here 
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means mainly removing non-speech events and additionally 
clustering according to speaker identities, environmental and 
channel conditions. Yet another possible segmentation 
is by phonetic features (not necessarily phonemes) [4], 
by applying wavelet analysis. There is also research 
on syllable segmentation [5]. Another meaning is segmenting 
due to partially correct transcriptions [6]. In this case 
segmentation is combined with recognition. We can also 
understand segmentation as the process of breaking speech 
into phonemes [7], [8]. 

In many applications, like speech recognition, the most 
common segmentation method is to use constant-time framing, 
for example into 25 ms blocks [9]. This method benefits from 
simplicity of implementation and the ease of comparing blocks 
of the same length. However, the different length of phonemes 
is a natural phenomenon which cannot be ignored. Moreover, 
boundary effects provide additional distortion. A more 
satisfactory approach is an attempt to find the phoneme 
boundaries. A number of approaches have been previously 
suggested for this task. Segmentation can be conducted 
by filter bank energy contours analysis [7]. Neural networks 
[10] have also been tested, but they require time consuming 
training. Segmentation can be applied by the segment models 
instead of the hidden Markov models (HMM) [11]. 
Partitioning is based upon the model decode. It allows 
boundaries to be located only on several fixed positions 
dependent on framing (on multiplied length of one frame). 
The analysis of the first derivative of power in different 
frequency sub-bands gives another opportunity to distinguish 
phoneme boundaries [8]. Many phonemes exhibit rapid 
changes in particular sub-bands which can determine their 
beginnings and endpoints. The typical approach to phoneme 
segmentation for creating speech corpora is to apply dynamic 
programming for time alignment [12]. This method is very 
accurate but demands transcription and hand segmentation 
of some utterances to start with.  

II. WAVELET SEGMENTATION SCHEME 

Presented wavelet segmentation algorithm (Fig. 1) bases 
on detection of huge rapid energy transitions among different 
wavelet sub-bands. We used 6-level dyadic decomposition 
scheme and discrete Meyer decomposition wavelet filters [4], 
[8], [13], [14]. First step of processing insists on calculating 
temporary power of discrete wavelet spectrum (DWT). 
All power signals are then smoothed using improved Tukey’s 
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non-linear smoothing algorithm [15]. Time-derivatives 
of power envelopes are calculated and aggregated by summing 
operation. Obtained rate-of-change function is then scanned 
to find the prominent peaks using algorithm similar to one 
presented in [16]. Two algorithm parameters (g, l) may be set 
to adjust global sensitivity and local restriction of peak 
detector. Changing them alters the segmentation accuracy and 
evaluation results. To illustrate the evaluation process 
parameters vary within specified ranges: g=[0.05, 0.1, 0.2, …, 
0.9] (dots in figures) and l=[0.5, 0.1, 0.3, 0.6, …, 3] (lines 
in figures) in this work. Increasing g and/or decreasing l forces 
algorithm to find more segments. 

III. PERFORMANCE EVALUATION METHODS 

Three general classes of performance measures will be 
presented in this paper. Each of them is suitable for different 
purposes. Their goal is to give rate of how precise and 
apposite the segmentation results are. 

We present results obtained with non-uniform wavelet 
segmentation on the Polish speech database Corpora’97 [17]. 
Evaluation was performed on the set of male 5 speakers of 356 
utterances each, what gives 1825 utterances (25906 reference 
phonemes in total). For comparison uniform segmentation has 
been performed for various frame lengths (w = [5, 10, 20, …, 
100] milliseconds, depicted by crossed line plots in most 
figures). 
 

A. Subjective approach  

Working with human-related signals, like speech, gives an 
opportunity for using our senses to investigate and quote the 
results of work. However, this may be misleading, since 
resolution and capacity of aural and visual apparatus are 
limited [18]. 

Aural inspection of speech segmentation is possible, but not 

efficient. Human is able to distinguish two acoustic events 
separated at least by 20 ms time-gap. Therefore, no short 
acoustic units like plosives, stops, may be precisely 
distinguished and located in signal. 

Visual inspection of the signal gives an opportunity to time-
freeze the speech. This approach utilizes time-scope of the 
waveform or its spectrogram. Short-time Fourier-based 
transforms (S-TFT, DCT), and many types of features (MFCC, 
LPC, PLP, Wavelet spectrum, Entropy, Zero-crossing rate) are 
most commonly used. Unfortunately time-spectrum (of any 
kind) not always explicitly represents nuances of the speech 
and proper training of examiner is necessary. 

Time consumption of examining the segmented recordings 
is the important problem. It is impossible to evaluate the 
segmentation performance over a whole speech corpus (like 
TIMIT or AURORA) by a single man, thus obtained 
evaluation results are never precise and satisfactory. This kind 
of measuring of the performance is useful in introductory and 
system-designing works only. 

 

B. Purpose-oriented measures 

Speech segmentation is usually a part of a complex speech 
recognition, annotation, synthesis, compression or processing 
system. Result of the system activity can be measured with 
usually well defined criterions like: 

- Word recognition ratio 
- Word error rate (WERR) 
- Phone recognition ratio 
- Phone error rate (PERR) 
- Signal-to-noise ratio (SNR) 
- Compression ratio 
- and others… 
This approach is widely used because results can be easily 

compared and are in fact most important criterions 
of efficiency, when segmentation is component of the system. 
Results obtained in this way are comparable and strongly 
advisable in researcher’s practice. 

C. Objective, numerical measures 

In this chapter most important objective and numerical 
criterions will be presented. Most of them rely on the reference 
segmentation which is usually difficult to obtain. Because 
of continuous nature of speech production, no true 
segmentation may be defined at all for some phoneme 
boundaries (diphthongs). This is the main problem in creating 

s(t) 

 
|DWT|2 

 
smooth 

 
 

d/dt 

 
∑∑∑∑ 

 
scan 

 
ta=[t1, …, tN]

-1

0

1

S
pe

ec
h

si
gn

al
D

W
T

 P
ow

er
en

ve
lo

pe
s

2
4
6

dP
/d

t 2
4
6

0

2

4

R
at

e 
of

ch
an

ge
 

0 0.2 0.4 0.6 0.8 1 1.2
-1

0

1

Time [s]

S
eg

m
en

ta
tio

n

Fig. 1 Intermediate signals and wavelet segmentation of an utterance ‘Tym 
moŜna atakować‘ (left) and algorithm simplified scheme (right). 

Fig. 2 Reference/automatic segmentation model. Missing border (deletion) 
and false alarm (insertion) cases have been illustrated. 

tref =[tr,1, tr,2, ..., tr,n] 
 
 
 
 
 
tauto =[t1, t2, ..., tm] 
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reference segmentation (by hand and/or by using optimization 
algorithms) and using it for evaluation of automatic 
segmentation algorithms. However, proposed methods still 
have many important advantages. They are computationally 
efficient and easily applicable. Their major advantage is ability 
of processing big amounts of data for obtaining comparable 
results, what is not possible with supervision. Described 
methods provide also possibility of verifying robustness 
of segmentation algorithm in wide range of signal conditions 
and when no purpose-oriented approach may be used. 
Objective measures may provide strong, useful and reliable 
evaluation tool, when accompanied by other methods, what is 
described in section III. 

Most of presented methods are statistical, what is caused 
by stochastic nature of the measured object and usually big 
variable amounts of data. In most cases typical apparatus 
of statistical mathematics is being used (mean value, deviation, 
histograms or probability density functions). Each result may 
be presented in absolute (usually milliseconds) or relative 
(percentage) form. 

Reference speech segmentation of signal s(t) is defined 
by vector  

 tref =[tr,1, tr,2, ..., tr,N] (1) 
of N segment border’s time-marks trn. 

Automatic segmentation is defined in similar way by vector 
 tauto =[t1, t2, ..., tM] (2) 

of M automatically derived segment borders. Both vectors are 
usually of different lengths and finding a corresponding 
borders is necessary at the beginning. 

 
Border accuracy 
Most intuitive approaches base on measuring what is the 

difference in the localization of the detected and reference 
borders. This is defined by 

 mnrm tt −= ,δ  (5) 

and should be taken into account only when proper 
correspondence of the borders is set (i. e. within the defined 
neighborhood). This value may be normalized with the 
reference segment length to obtain relative accuracy 

 
nrnr

m
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=′
+

δδ , (6) 

however, results presented in absolute form (milliseconds) are 
very intuitive and well comparable. 

Mean accuracy value 
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(7) 

where M stands for the number of examined borders, may be 
computed as well. This measure is reliable as far as the 
reference segmentation is. For accuracy value less then few 
milliseconds it loses its meaning because reference data are not 
usually prepared so precisely. 
Interval accuracy (refinement) is strongly related to the 

accuracy measure. It is defined as a percentage (or absolute 
number) of boundaries which accuracy varies within specified 
ranges. Histogram of accuracy values (Fig. 4) provides lot 
of information on the segmentation algorithm properties and 
characteristics and was widely used in many works [20]. 
It provides reliable and easily comparable results. This is one 
of the predominatingly used and important approaches 
to segmentation evaluation. 

 
Fuzzy Recall and Precision  
Fuzzy logic is a tool for embedding structured human 

knowledge into workable algorithms. In a narrow sense, fuzzy 
logic is considered a logical system aimed at providing a 
model for modes of human reasoning that are approximate 
rather than exact. In a wider sense, it is treated as a fuzzy set 
theory of classes with unsharp boundaries [21]. Fuzzy logic 
found many applications in artificial intelligence due to the 
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Fig. 3 Mean relative length error for different (g,l) values of segmentation 
algorithm (‘g’ – dots, ‘l’ - lines) and various uniform segmentation duration 
(crosses). Histograms of relative error and segment durations for g=1, l=0.4 
prepared in 10% and 10 ms bins respectively. Local minimum of the uniform 
segmentation length error corresponds with the half of the average length 
of reference segmentation (50 m). 

0 0.5 1
0

5

10

15

20

25

M
ea

n 
ac

cu
ra

cy
 [

m
s]

     Global sensitivity (dots)                

Uni-frame length [10-1 s] (crosses)        

-100 0 100
0

2

4

6

8

Accuracy [ms]

B
or

de
rs

 [
%

]

Fig. 4 Mean accuracy of automatic (dots) and uniform (crosses) borders (left) 
and histogram of border accuracy for g=1, l=0.4 in 5 ms bins (right). 
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introduction of the opportunity of numerical and symbolic 
processing of a humanlike knowledge. This kind of processing 
is needed in proper evaluating of many types of segmentation. 
In our case we are interested in phoneme boundary location. 
Detected boundaries may be shifted more or less with respect 
to a reference segmentation. This ’more or less’ makes 
a crucial difference and cannot be mathematically described 
in a boolean logic. 

Fuzzy recall and precision segmentation evaluation method 
[22] is based on the well-known recall and precision 
evaluation method [23]. However, in [22] approach, calculated 
boundary locations are elements of a fuzzy set and a binary 
operation T-norm describes their memberships. T-norm 
is defined as a function T : [0; 1] × [0; 1] → [0; 1] which 
satisfies commutativity, monotonicity, associativity and for 
which 1 acts as an identity element. As usual in recall and 
precision, one set contains relevant elements. The other is the 
set of retrieved boundaries. An evaluation grade using the 
number of elements in each of them and in their intersection 
was calculated. The comparison of the number of relevant 
boundaries and a number of elements in intersection gives 
precision. In a boolean version of the evaluation method it is 
information about how many correct boundaries were found. 
In [22] it is evaluated not only how many boundaries were 
detected but how accurately they were detected 
by incorporating fuzzy logic. The comparison of the number 
of retrieved elements and intersection gives recall, which is 
a grade of wrong detections. In this case fuzzy logic allows 
to evaluate not only a number of wrong detections but also 
their incorrectness. Each retrieved boundary has a probability 
factor which represents being correct information. 

 
 
 

Insertions and deletions 
All previous methods concern automatically obtained 

segments for which reference could be found. When no 
corresponding reference segments can be found, segmentation 
errors of different nature take place. This situation usually 
occurs when to many borders have been automatically 
detected. This is over-segmentation which is measured 
by segments’ insertion rate (false border rate, false alarm 
rate). 

While processing big amounts of data, absolute number 
of insertions may be difficult for interpretation, thus relative 
insertion rate defined as 

segmentsobtainedllyautomaticaofnumber

insertionsofnumber=λ  (7) 

is advisable. This value gives information on what percentage 
of automatically obtained segments is a false alarm (Fig. 7). 
Increasing algorithm sensitivity usually increases insertion 
rate. 

Deletions occur when no automatically derived border can 
be assigned with a reference border. This is sub-segmentation 
measured with deletion rate (missed border rate). This is very 
important criterion because missing a segment causes huge 
changes in spectral properties of segment and usually a big 
decrease in general system performance (recognition, 
compression). Insertions errors are much easier to handle with. 

Relative deletion rate is a good way of presenting the result. 
It is defined as 

segmentsreferenceofnumber

deletionsofnumber=µ  (8) 

and reports what percentage of reference borders had not been 
detected in automatic segmentation process (Fig. 7). 

Correct detection rate 

segmentsobtainedllyautomaticaofnumber

detectionscorrectofnumber=γ  (9) 

can be defined in similar way. 
These methods give information on sensitivity of the 

segmentation algorithm and are very important in applications 
and therefore for general performance evaluation. Relative 
rates are useful when comparing the algorithm evaluated 
on different sets of data or referencing to other’s works. 
Besides interval accuracy, methods presented in this 
subsection are most widely used [16], [24], [25]. 

G                             A 
 

 
 

            x:f(x)=p                       x:f(x)=1-p 

Fig. 5 The general scheme of sets: G with reference boundaries and A with 
detected ones. Elements of A have a grade f(x) standing for probability 
of being a correct boundary. In a set G there can be elements which were not 
detected (in the very left part of the plot). 
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Fig. 6 Fuzzy recall and precision of the automatic (dots) and uniform 
(crosses) segmentation. 
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Fig. 7 Segment insertion and deletion rate of the automatic (dots) and 
uniform (crosses) segmentation. 
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Other segmentation measures  
Many another approaches can be used for evaluation, 

if different, specific properties of an algorithm have to be 
examined.  

Use of a various acoustic distance measures (Itakura-Saito, 
Log-Likelihood) can lead to interesting results, especially 
when only non-reliable reference segmentation is known. It is 
usually used for total inter-segment distance calculation. 
The greater inter-segment distance, the better is the 
segmentation result. 

Statistical significance test like: χ2, ANOVA or t-Student’s 
have been used with success in some works [26], [27]. 

Image segmentation has been intensively studied for many 
years, and several 2D evaluation methods are known. Properly 
modified can be used for evaluation of speech segmentation. 
Some suitable methods are: scalable discrepancy, distortion 
rates, Baddeley distance, and others [28]-[30].  

IV. CONCLUSION 

Methods presented in section III may be amended by simple 
operations. Plotting one measure result versus another 

provides opportunity to judge some general features 
of segmentation algorithm. Because of importance of the 
insertion and deletion rates combined plot (Fig. 8, left) is very 
important way of quoting the results. Plots in Fig. 9 not only 
gives information on performance of segmentation but also 
allow comparison of different evaluation methods. One can 
compare results of accuracy and fuzzy precision obtained with 
the same data. Significant difference is noticeable for uniform 
segmentation case within each column in Fig. 9. Various 
performance rates can be combined to obtain overall 
performance rate. Arithmetic product of chosen rates is the 
most straightforward solution. 

Among all presented approaches few are the most important 
in general use. Purpose oriented measures (WERR, PERR, 
WRR, PRR, SNR) should be always used if possible. When 
no such information is available simultaneous use of insertion, 
deletion and accuracy or fuzzy rates is the best option [25]. 
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Fig. 8 Plots of deletions vs insertions (left) and Fuzzy precision vs recall 
(right). 
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