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Abstract—A conditional schema is a graph-based structure which
is able to represent conditional knowledge. This structure was in-
troduced in [11]. The inference mechanism corresponding to the
conditional schema representations was developed in [12]. In this
paper we propose a question answering system that can represent
and process conditional knowledge using these mechanisms. In order
to accomplish this task we refine the concept of conditional schema
by introducing the concepts of XML-conditional structure generated
by a conditional schema and XML-conditional knowledge base for
such a structure. We describe the architecture of a question answering
systems that uses these structures. An implementation by means of
Java platform is briefly described.
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I. I NTRODUCTION

A Spoken Dialogue System (SDS) is a software system
that accepts natural language as input and produces nat-
ural language as output engaging in a conversation with
an user. To successfully manage the interaction with users,
SDS usually carry out five main tasks:Automatic Speech
Recognition(ASR), Natural Language Understanding(NLU),
Dialogue Management(DM), Natural Language Generation
(NLG) and Text-to Speech Synthesis(TSS). These tasks are
usually implemented in different modules. In general by a
Question Answering Systemwe understand a SDS designed
to provide answers to questions that are formulated by user
in natural language. To find the answer to a question, a
question answering system may use a database, a collection
of natural language documents or a knowledge base. Various
such systems were developed. The systemSTART ([10])
extracts the information contained by an English text and
obtains a knowledge base. The user has access to information
by querying the knowledge base. The system formulates the
answer in English. The architecture of theAskMSR question
answering system is presented in [4], where the strategies
for predicting when the question answering system is likely
to give an incorrect answer are also explored.Snowball
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([1]) introduces novel strategies for generating patterns and
extracting tuples from plain-text documents. This system
was developed for extracting structured data from plain-text
documents with minimal human participation.AnswerBus
([13]) is an open-domain question answering system based
on sentence level Web information retrieval. From the Web
pages, AnswerBus extracts sentences that are determined to
contain answers. A mixture of Natural Language Processing
and Information Retrieval can be encountered inQuanda
system ([2], [3]).MAYA ([9]) is a question answering system
in Korean that uses a predictive answer indexer. A model for
answer extraction component of a question answering system
called Sbuqa is presented in [14]. The Lexical Functional
Grammar, a meaning based grammar that analyses sentences
in a deeper level than syntactic parsing are used to represent
the question and candidate answers. The papers [6], [7] and
[8] belong to a sequence of papers for Romanian case. The
reader interested to use the question answering systems for
knowledge based on the Web can find an interesting approach
in [5].

In this paper we describe an architecture and a Java imple-
mentation of a spoken question answering system based on
conditional knowledge. The main features of this system are
the following ones:

• The user-system communication is based on a voice
user interface.
• The information is represented into a knowledge base
that uses conditional knowledge.
• The implementation is platform independent because
Java technology is used.
• The system can be extended to obtain dialogue systems
based on conditional knowledge;
• The product can be used successfully in automatic
training, to build case-based consultancies or systems for
diagnosing the malfunctions of a device.

This paper is organized as follows: in Section II a short pre-
sentation of the conditional schema components is given, the
inference mechanism is briefly described and the concepts of
XML-conditional structure generated by a conditional schema
and XML-conditional knowledge base for such a structure
are introduced; Section III contains the description of the
architecture for a spoken question answering system based on
the concepts defined in Section II; in Section IV we describe a
Java implementation of such a system; the last section includes
several possible extensions of our study.
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II. CONDITIONAL KNOWLEDGE

In the first subsection we recall the concept of conditional
schema as was introduced in [11]. This is the basic concept
which allows to develop the concepts presented in the second
section and then on this basis we can present the architecture
of a question answering system and several details concerning
the corresponding implementation.

A. Conditional schemas and the inference

Most of the rule-based systems are developed starting with
a given set of rules. Thus, various inputs of the system are
applied on the same rules in the reasoning process. This is
an important restriction that can be avoided by designing
systems for which the inference rules are extracted from the
inputs and furthermore applied on data specified also by the
user. Such inputs are specialized forms of knowledge pieces,
namedconditional knowledge pieceswhich, as opposite to
classical knowledge pieces, can contain sentences that describe
rules. The conditional knowledge representation and process-
ing mechanism was developed under the name ofconditional
schema.

The formal concept of conditional schema was introduced
in [11]. The inference mechanism of this structure is treated
in [12]. A conditional schema is a tupleS = (Ob, Cs, Er, A,
V , Bcr, h, f) such that:

• Ob = Obind ∪ Obabstr , whereObind is the set of the
individual objects andObabstr is the set of the abstract
objects; we suppose thatObind ∩Obabstr = ∅;
• Cs is the set of conditional mappings;
• Er is the set of the symbols for conditional binary
relations;
• A is the set of attribute names for the elements of
Obind;
• V is a set of values for the elements ofA;
• Bcr ⊆ 2((Ob×I)×(Ob×I))×Cs is the set of conditional
binary relations andI = {i, a}, where i is used to
designate individual objects anda is used to specify
abstract objects. Thus an individual object is specified
as (x, i) and an abstract object has the form(x, a).
• h : Er −→ Bcr maps a conditional binary relation for
every symbol ofEr;
• f : Obind −→ 2A×V assigns declarative knowledge to
the individual objects ofObind.
The conditional graph ([11]) generated byS is the system
GS = (X ∪ Z,ΓX ∪ ΓZ), where:
• X ⊆ Ob× I is the set of nodes such thatx ∈ X if and
only if there arer ∈ Er, y ∈ X such that(x, y) ∈c h(r)
or (y, x) ∈c h(r);
• ΓX ⊆ X × Er × X and ((n, ω1), r, (m,ω2)) ∈ ΓX

if and only if ((n, ω1), (m,ω2)) ∈ h(r); the elements of
ΓX are namedarcs of first category;
• Z = {f(x) | x ∈ Obind} andΓZ = {(f(x), x) | x ∈
Obind}; the elements ofΓZ are namedarcs of the second
category.

This inference mechanism is based on a graph-based structure,
the conditional graph, and therefore is a path-driven reasoning
mechanism. The conditional graph of a conditional schema

contains two kinds of nodes: individual nodes and abstract
nodes. An individual node is characterized by pairs of the
form (attribute,value), whereattribute represents an attribute
name andvaluegives the value of the corresponding attribute.
A path from n1 to nk+1 is a pair d =
([(n1, ω1), . . . , (nk+1, ωk+1)], [a1, . . . , ak]), where
n1, . . . , nk+1 ∈ X , ω1, . . . , ωk+1 ∈ {a, i} and
a1, . . . , ak ∈ Er . The knowledge engineer must define
a partial mappingΦ such thatΦ([a1, . . . , ak]), k ≥ 2, is a
new label representing a ”compound” label ofa1, . . . , ak.
We denote byE∗

r the union set ofEr with the set of the
compound labels. In order to apply the inference mechanism
we suppose that:

- there isj ∈ {1, . . . , k + 1} such thatwj = i

- [a1, . . . , ak] ∈ dom(Φ)
where bydom(Φ) we denote the domain of the mappingΦ.
In order to interrogate such a system, the user specifies two
nodesα1 andα2. The nodeα1 must be an individual node.
Each arc(ki, kj) of a given path contains two kinds of labels:

- a label to specify a binary relation betweenki andkj ; this
is the setEr from the definition of a conditional schema;

- a label that identifies a certain condition which must be
verified/satisfied by the nearest individual object ofki; the set
of these labels isCs and the connection between an element
of Er and the conditional binary relations is given by the
mappingh from the definition of a conditional schema;

The condition imposed on the arc(ki, kj) can be viewed
as a semaphore. The value of a semaphore is computed by
means of some rule of the form IF-THEN-ELSE, where the
attribute values of the individual objects are used. If the
condition is true then the semaphore is ”on”, otherwise is
”off”. If all semaphores of the pathd are ”on” then some
conclusion is obtained by the inference mechanism. If some
semaphore is ”off” then either no conclusion is obtained or a
”negative” conclusion is specified.
The answer mapping is defined using a semantic function
Sem. If G is the grammar mapped on the Recursive
Transition Network defined for the user-system dialogue
processing andL(G) is the language generated byG then
Sem : Ob × E∗

r × Ob × {on, off} −→ L(G). This mapping
is defined by the knowledge engineer.
Let us consider the pathd = ([(α1, ω1), . . . ,
(αk+1, ωk+1)], [a1, . . . , ak]). We suppose that:

- there isj ∈ {1, . . . , k + 1} such thatwj = i

- [a1, . . . , ak] ∈ dom(Φ)
- [t1, . . . , tk] is the list of all conditional symbols ofd,
where the order of the arcs ofd is preserved by this list.

We defineans(d) as follows:

• If t1[d] = . . . = tk[d] = on and (α1,Φ([a1, . . . ,
ak]), αk+1, on) ∈ dom(Sem) then ans(d) =
Sem(n1,Φ([a1, . . . , ak]), nk+1, on).
• If there is u ∈ {1, . . . , k} such that tu[d] =off
and (α1,Φ([a1, . . . , ak]), αk+1, off) ∈ dom(Sem) then
ans(d) = Sem(α1,Φ([a1, . . . , ak]), αk+1, off)
• ans(d) = unknown otherwise.
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B. Conditional Knowledge Bases

In this subsection we refine the concept of semantic schema.
Because the implementation presented in this paper uses
elements of XML, the next two definitions establishes the
general entitiesof a conditional schema and theparticular
entities of this concept. We consider a conditional schema
S = (Ob, Cs, Er, A, V , Bcr, h, f).

Definition 2.1: An XML-conditional structure generated
by S is a pair(U,D) such that

• U = (Iob, Aob, Cs, Er, A, V, h, f, u), where

- Iob is the set of symbols for all individual objects of
S;

- Aob is the set of symbols for all abstract objects ofS;
- u : Er −→ (Iob ∪ Aob)× (Iob ∪ Aob);
- Cs, Er, A, V, h, f are specified inS.

• D is the XML-description of the structureU as follows:

<?xml version="1.0" encoding="UTF-8"
standalone="no"?>
<conditional_schema>
<iobjs>
i1
i2
.......
</iobjs>
<aobjs>
a1
a2
.......
</aobjs>
<CS>
s1
s2
.......
</CS>
<ER>
r1
r2
.......
</ER>
<Attributes>
at1
at2
</Attributes>
<Values>
v1
v2
.......
</Values>
<h_mapping>
h(r1)={(((i1,i),(i2,i)),T(i1))}
h(r2)={(((i1,i),(i3,i)),T(i1))}

.......
</h_mapping>
<f_mapping>
f(i1)=(at1,v1)
f(i1)=(at1,v2)
.......

</f_mapping>
<u>
u(r1)=(i1,i2)
u(r2)=(i1,i3)
.......
</u>
</conditional_schema>

Definition 2.2: An XML-conditional knowledge base for
the structure(U,D) is an XML file which establishes values
for the entities of this structure and defines also the mappings
φ, Φ andSem:

<?xml version="1.0" encoding="UTF-8"
standalone="no"?>
<knowledge_base>
<natural_language_text>
.......
text of the knowledge piece
.......

</natural_language_text>
<iobjs>
i1=Helen
.......
</iobjs>
<aobjs>
a1=pizza
a2=cheese cake
.......
</aobjs>
<CS>
s1
s2
</CS>
<ER>
r1=is mother
r2=is sister
.......
</ER>
<Attributes>
at1=age
.......
</Attributes>
<Values>
v1=40
.......
</Values>
<Reg>
s1=R1(i3)=IF(y,i3) in u(r2) and
f(y)=(at2,v2) then s1(i3)=on else
s1(i3)=off
.......

</Reg>
<phi>
phi(r1,r2)=b1
.......
</phi>
<Big_phi>
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Fig. 1. An architecture for conditional schema implementation

PHI([r1,r2])=b1
.......
</Big_phi>
<sem>
Sem(x,r1,y,on) = x is siter of y
Sem(x,r1,y,on) = x is not sister of y
.......
</sem>
</knowledge_base>

III. T HE SYSTEM ARCHITECTURE

A possible architecture is shown in Figure 1. In this section
the components of the system and the connection between
them are described.

- The communication between user and system is based
on a voice interfacewhich includes the module of speech
recognition and the module of speech synthesis; a Recursive
Transition Network is used to guide the communication in
natural language. A conditional knowledge piece that can be
represented and processed by our model can contain two kinds
of information:
◦ declarative knowledge- propositions or facts describing the
current state of the problem (facts that are known to be true);
the user can submit questions which refer only to declarative
knowledge.
◦ procedural knowledge- the logical rules: IFconditionTHEN
action ELSE action; these rules are expressed in natural
language and are used to compute the values of the conditional
symbols.
- The main task of theAnalyse Moduleis to extract the
semantics from the received sentences.
In this module, the text transferred from the Automatic Speech
Recognition is analyzed and the semantics of the text are
extracted. This is done by means of a Recursive Transi-
tion Network mechanism for natural language processing.
We consider that, in time, due to the different use of the
application, the network must addapt according to the needs of
the end users. This is why the Recursive Transition Network

components are saved in a file, and in this manner the network
can be easily reconfigured at a later point in time. If the text
obtained by the automatic speech module is grammatically
correct then, using a dedicated algorithm, the objects and
relations can be extracted from the sentences. The Analyse
Module sends to Inference Engine module the objects to
perform the inference. If the text is not grammatically correct
then the message received from the user will be considered as
not valid.
- The Conditional Schemamodule contains the conditional
schema component of the system;
- The Inference Enginemodule performs the inferences (re-
ceives two nodes and gives the result of the computation).

- TheAnswer Generationmodule receives the values of the
answer mapping generated by the Interface Engine module
and produces the answer sentences. We relieve the following
facts:
◦ Sem(x, a, y, on) specifies the semantics of the relation
between the objectsx and y, which is identified by the
symbola;
◦ Sem(x, a, y, off) specifies the converse property.
For example, if Sem(Peter, is−a, student, on) =
Peter is a student then Sem(Peter, is−a, student,

off) = Peter is not a student.
Frequently the answer given by this module is not the same
as the sentence received from inference engine. This can be
viewed from the following example. Suppose that the user
ask the system ”Does Maria like to eat pizza?” If the value
of the mappingans is the sentence ”A nephew of Maria
likes to eat pizza” then the answer given by this module is
the sentence ”No, a nephew of Maria likes to eat pizza”.
- The Graphical Interfacemodule is an interface for the
administrator. By means of this interface the knowledge
engineer or the administrator performs the following tasks:

• create a conditional schema;
• add new components to the conditional schema;
• modify the existing components of the conditional
schema;

• delete the components of the conditional schema; delete
the conditional schema; visualize a conditional schema;

• define, modify and visualize the mappingΦ;
• define, modify and visualize the mappingSem.

IV. JAVA IMPLEMENTATION

The implementation was performed by means of Java plat-
form. The Java Speech APIis a standard extension to the
Java platform that enables Java applications to use speech
input and output. This API was used to implement the module
Speech to Text. Sphinx-4 is a speech recognition system written
entirely in Java and this product was used to implement
the moduleAutomatic Speech Recognition. This section gives
several details concerning this implementation, the application
execution stages and some application captures.

After the application is installed the first step is to con-
figure the conditional schema. This is done by an user with
administrative capabilities through a graphical interface.

As shown in Figure 2, the administrator can:
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Fig. 2. Capture of the Administrator Graphical Interface

• Create a Conditional Schema.
• View the Conditional Schema.
• Delete the Conditional Schema.
• Create a Knowledge Base.
• Define, Edit and Delete theΦ mapping.
• Define, Edit and Delete the Sem mapping.

When creating a Conditional Schema the administrator will
introduce the number of individual and abstract objects. The
application will create unique symbols for objects. The next
step is to define the conditional mappings, that is the elements
of the setCs, the setsEr andA and the mappingh. After
completing this operations the user can save the conditional
schema. By pressing the button ”Visualize the Conditional
Schema” the administrator can further view and modify the
prior created schema. Modifying the schema is done by adding
or removing symbols of objects or of conditional mappings or
by adding or removing elements of the setsCs, Er or A.

In Figure 3 is presented the graphical controls by means of
which the user can construct a Conditional Schema. When the
process is finished the user must press the ”Save Conditional
Schema” button. This will save the schema in anxml file
format that will be used later on by the application when
interacting with regular users.

The administrator can view or modify the schema later on
by pressing the ”Visualize Conditional Schema” button. The
schema can be viewed and modified directly from the xml file
or through the application graphical interface. This file shows
as follows:

<?xml version="1.0" encoding="UTF-8"
standalone="no"?>
<conditional_schema>
<iobjs>
i1
i2
i3
i4
</iobjs>
<aobjs>

Fig. 3. Create a conditional schema

a1
a2
a3
</aobjs>
<CS>
s1
s2
</CS>
<ER>
r1
r2
r3
r4
</ER>
<Attributes>
at1
at2
</Attributes>
<Values>
v1
v2
</Values>
<h_mapping>
h(r1)={(((i1,i),(i2,i)),T(i1))}
h(r2)={(((i1,i),(i3,i)),T(i1))}
h(r2)={(((i2,i),(i4,i)),T(i2))}
h(r3)={(((i3,i),(a2,a)),s1)}
h(r3)={(((i4,i),(a3,a)),s2)}
h(r4)={(((i1,i),(a1,a)),T(i1))}
</h_mapping>
<f_mapping>
f(i1)=(at1,v1)
f(i1)=(at1,v2)
f(i1)=(at2,v1)
f(i1)=(at2,v2)
f(i2)=at1,v1)
f(i2)=(at2,v2)
f(i2)=(at2,v1)
f(i2)=(at1,v2)
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Fig. 4. Delete a conditional schema

</f_mapping>
<u>
u(r1)=(i1,i2)
u(r2)=(i1,i3)
u(r2)=(i2,i4)
u(r3)=(i3,a2)
u(r3)=(i4,a3)
u(r4)=(i1,a1)
</u>
</conditional_schema>

When the knowledge engineer wants to delete the con-
ditional schema it is very important to remember that also
the initial knowledge pieces represented on this schema will
be deleted. The graphical interface by means of which the
conditional schema can be deleted is shown in Figure 4.

When the ”Knowledge Base” button is pressed the interface
used to built a knowledge base is shown. Through this interface
the administrator establishes connections between the symbols
used in the conditional schema representations and the names
of the represented entities. Also he can define theΦ andSem
mappings.

The administrator introduces the symbols of the necessary
relations, and based on them the application creates the
symbols for the composed relations. Is then the task of the
administrator to attach semantics, by means of theSem

function, to the resulted relation symbols. TheΦ and Sem

mappings are also saved in an xml file format. This file can
show as follows:

<?xml version="1.0" encoding="UTF-8"
standalone="no"?>
<knowledge_base>
<natural_language_text>
Helen is the mother of Peter. She is 40.
Helen made cheese cake. Peter likes to
eat cheese cake if this is made by his
mother. Susan is Helen’s sister and
George is her son. George likes to eat

fruits if they are bought by his mother.
Susan is 30. She bought some bread.
Helen likes to eat pizza.
</natural_language_text>
<iobjs>
i1=Helen
i2=Susan
i3=Peter
i4=George
</iobjs>
<aobjs>
a1=pizza
a2=cheese cake
a3=fruits
</aobjs>
<CS>
s1
s2
</CS>
<ER>
r1=is mother
r2=is sister
r3=likes
r4=eats
</ER>
<Attributes>
at1=age
at2=made
at4=bought
</Attributes>
<Values>
v1=40
v2=cheese cake
v3=30
v4=fruits
</Values>
<Reg>
s1=R1(i3)=IF(y,i3) in u(r2) and
f(y)=(at2,v2) then s1(i3)=on else s1(i3)=off
s2=R2(i4)=IF(y,i4) in u(r2) and
f(y)=(at4,v4) then s2(i4)=on else s2(i4)=off
</Reg>
<phi>
phi(r1,r2)=b1
phi(b1,r3)=b2
phi(r2,r3)=b3
</phi>
<Big_phi>
PHI([r1,r2])=b1
PHI([r1,r2,r3])=b2
PHI([r2,r3])=b3
</Big_phi>
<sem>
Sem(x,r1,y,on) = x is siter of y
Sem(x,r1,y,on) = x is not sister of y
Sem(x,r2,y,on) = x is mother of y
Sem(x,r2,y,off) = x is not mother of y
Sem(x,r3,y,on) = x eats of y
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Sem(x,r3,y,off) = x does not eat of y
Sem(x,r4,y,on) = x likes to eat of y
Sem(x,r4,y,off) = x does not like to
eat of y
Sem(x,b1,y,on) = x is aunt of y
Sem(x,b1,y,off) = x is not aunt of y
Sem(x,b2,y,on) = the nephew of x
eats y
Sem(x,b2,y,off) = the nephew of x
does not eat y
Sem(x,b3,y,on) = The sun of x eats y
Sem(x,b3,y,off) = The sun of x does
not eat y
</sem>
</knowledge_base>

The Java API for XML Processing (JAXP) is for processing
XML data using applications written in the Java programming
language. JAXP leverages the parser standards Simple API for
XML Parsing (SAX) and Document Object Model (DOM).

To process all the xml files that this application uses we
have worked with DOM and SAX. DOM is the acronym for
Document Object Model, which is a API component of the
Java API for XML Processing. A DOM is a garden-variety tree
structure, where each node contains one of the components
from an XML structure. The two most common types of nodes
are element nodes and text nodes. Using DOM functions we
can create nodes, remove nodes, change their contents, and
traverse the node hierarchy

The Simple API for XML (SAX) is the event-driven, serial-
access mechanism that does element-by-element processing.
The API for this level reads and writes XML to a data
repository or the web. The interfaces provided in the SAX
package is an important part of our toolkit for handling XML.

After the administration part of the application is properly
configured, the end users can interrogate the application. An
user will connect to the application by phone or through a
microphone. The application will transform the verbal signal
into text using the Sphinx4 module. The obtained text will be
submitted to the following algorithm:

• Parsing - Dividing the proposition into words;
• Semantical and grammatical evaluation - In order to
analyze a text first of all we must determine if the text is
grammatically correct (from the defined grammar point
of view);
• Extracting objects and relations - in this step the names
of the objects and of the relations described in the input
sentences are extracted;
• Applying Simb - in order to align the names of the ob-
jects indicated by the user to the internal representations
of the system, stored in the conditional schema, the names
of the objects are assigned to the corresponding symbols
of Obind or Obabstr .

Once the message introduced by the user is interpreted, the
inference can be performed.

Using the initial knowledge pieces saved in xml format,
the objects and the relations that where described by the user

through a spoken message will be identified in the system’s
conditional schema.

If an object or an relation can not be identified in the
conditional schema, the Inference Engine will send an error
message to the Answer Generation Module that will transform
it in a spoken message in which the user will be asked
to contact the administrator by e-mail or telephone. This
approach will ensure that the user will receive the answer for
his question and that the administrator will be informed of the
issue that needs to be corrected.

If all the objects and relations indicated by the user can be
identified in the conditional schema, the inference mechanism
and the answer generation module will calculate and formulate
the natural language answers to the user questions.

More precisely, the answer generated by the Inference
Engine will be sent to the Answer Generation Module where
the corresponding natural language response can be generated.
The text will be then transmitted to the Text to Speech module
that will transform the text into a spoken message.

For this application we used the following java packages:

• org.w3c.dom.*, org.xml.sax.SAXException,
javax.xml.parsers.*, javax.xml.parsers.*,
java.io.*, javax.xml.transform.*,
javax.xml.transform.dom.DOMSource,
javax.xml.transform.stream.* for working with the
xml files;

• java.util.StringTokenizer and java.util.Vector for the
parsing of the text;

• java.awt.*, java.awt.event.*, javax.swing.* for construct-
ing and working with the graphical interface;

V. CONCLUSIONS AND FUTURE WORK

In this paper an architecture of a question answering system
is proposed. The inference engine and the knowledge base are
built taking into account a knowledge representation method
named conditional schema. The implementation uses the con-
cepts of XML-conditional structure generated by a conditional
schema and XML-conditional knowledge base introduced in
this paper.

The user can interrogate the system only by sentences
concerning the declarative facts. An interesting extension of
our study refers to the case when the user asks the system in
the area of procedural knowledge. In this way we are led to
the idea to add a way to explain how the system obtained
the conclusion. This can be performed using aModule of
Explanations. By endowing the system with this feature, we
will obtain an improved system that can be used in automatic
training. In a future work we will exemplify the use of such a
system in automatic training, to build health systems consul-
tancy and systems for diagnosing the malfunctions of a device.
In a possible future version of the architecture presented in
Figure 1 the Administrator module and its Graphical Interface
can be removed such that all the rules and the declarative
knowledge to be given by the user. A special module of the
system will extract the rules from the user spoken message and
will formalize these entities by means of conditional schema
representations.
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The knowledge representation method presented in this pa-
per can be used to build dialogue systems based on conditional
schemas. This is a possible future task.
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