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Abstract—A conditional schema is a graph-based structure whidlil]) introduces novel strategies for generating patterns and
is able to represent conditional knowledge. This structure was igxtracting tuples from plain-text documents. This system

troduced in [11]. The inference mechanism corresponding t0 ey geveloped for extracting structured data from plain-text
conditional schema representations was developed in [12]. In ths ts with minimal h ticinatioA B
paper we propose a question answering system that can repre§&ftMents with minimal human participatioanswer bus

and process conditional knowledge using these mechanisms. In ofdég]) is an open-domain question answering system based
to accomplish this task we refine the concept of conditional scheraa sentence level Web information retrieval. From the Web

by introducing the concepts of XML-conditional structure generat%ge& AnswerBus extracts sentences that are determined to

by a conditional schema and XML-conditional knowledge base fQfytain answers. A mixture of Natural Language Processing
such a structure. We describe the architecture of a question answerin Information Retrieval can be encounteredQuanda

systems that uses these structures. An implementation by mean - . )
Java platform is briefly described. system ([2], [3])-MAYA ([9]) is a question answering system

o i . in Korean that uses a predictive answer indexer. A model for
Keywords—conditional schema, conditional knowledge, interface . . .
by voice, graphical user interface, XML, dialogue system, questiGH'SWer extraction component of a question answering system
answering system called Sbuqga is presented in [14]. The Lexical Functional
Grammar, a meaning based grammar that analyses sentences
l. INTRODUCTION in a deeper level than syntactic parsing are used to represent
) ' . the question and candidate answers. The papers [6], [7] and
A Spoken Dialogue System (SDS) is a software systef pelong to a sequence of papers for Romanian case. The

that accepts natural language as input and produces nabger interested to use the question answering systems for

ural language as output engaging in a conversation Wiifioiedge based on the Web can find an interesting approach
an user. To successfully manage the interaction with USEr$ys).

SDS usually carry out five main task&utomatic Speech

Recognition(ASR), Natural Language Understandir@LU). In this paper we describe an architecture and a Java imple-

Dialogue ManagemetDM), Natural Language Generation (oGE T % & B0 B 25 00 SO2HEcs S (o o
(NLG) and Text-to Speech SynthegiESS). These tasks are . i ge. 4
the following ones:

usually implemented in different modules. In general by a
Question Answering Systewe understand a SDS designed e The user-system communication is based on a voice
to provide answers to questions that are formulated by user user interface.

in natural language. To find the answer to a question, a e The information is represented into a knowledge base
question answering system may use a database, a collection that uses conditional knowledge.

of natural language documents or a knowledge base. Various e The implementation is platform independent because
such systems were developed. The systSWART ([10]) Java technology is used.

extracts the information contained by an English text and e The system can be extended to obtain dialogue systems
obtains a knowledge base. The user has access to information based on conditional knowledge;

by querying the knowledge base. The system formulates the e The product can be used successfully in automatic
answer in English. The architecture of tAsk MBR question training, to build case-based consultancies or systems for
answering system is presented in [4], where the strategies diagnosing the malfunctions of a device.

for predicting when the question answering system is likelyis haner is organized as follows: in Section Il a short pre-

to give an incorrect answer are also explorédowbal | seniation of the conditional schema components is given, the
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of Craiova, http://inf.ucv.ro/ ntand/en/), email: ntand@rdslink.ro XML-conditional structure generated by a conditional schema

M.Colhon, Faculty of Mathematics and Computer Science, University @fnd XML-conditional knowledge base for such a structure
Craiova, email: mcolhon@inf.ucv.ro . . . . _

C.Zamfir, Faculty of Mathematics and Computer Science, University &re introduced; Section Il contains the description of the
Craiova, email: cristina.zamfir@star-storage.ro architecture for a spoken question answering system based on
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II. CONDITIONAL KNOWLEDGE contains two kinds of nodes: individual nodes and abstract

In the first subsection we recall the concept of conditiongPdes. An individual node is characterized by pairs of the
schema as was introduced in [11]. This is the basic concéﬁfm (attrlbute,vglue) whereattribute represents an attrlt_)ute
which allows to develop the concepts presented in the secdine andraluegives the value of the corresponding attribute.

section and then on this basis we can present the architectre Path  from n, to n., is a par d =

of a question answering system and several details concernﬁ[{@la W1), ooy (M1, Wit1)]s [an, - - - ak)), ' where
the corresponding implementation. ny,onep o €0 X, wwen €0 {a,d) and
ai,...,ar € F.. The knowledge engineer must define

a partial mapping? such that®([ay,...,ar]), k > 2, is a
] new label representing a "compound” label @f,...,ax.
Most of the rule-based systems are developed starting Wil denote byE* the union set ofE, with the set of the

a given set of rules. Thus, various inputs of the system &gmpound labels. In order to apply the inference mechanism
applied on the same rules in the reasoning process. Thisyjs suppose that:

an important restriction that can be avoided by designing o .
systems for which the inference rules are extracted from the there isj € {1,...,k +1} such thatw; =
inputs and furthermore applied on data specified also by the’ [a1, ..., ax] € dom(®) ) ,
user. Such inputs are specialized forms of knowledge piecédiere bydom(®) we denote the domain of the mappirg
named conditional knowledge pieceshich, as opposite to In order to interrogate such a system, the_us_er specifies two
classical knowledge pieces, can contain sentences that descifiesar andaz. The nodea; must be an individual node.
rules. The conditional knowledge representation and proceb&ch ardki, k;) of a given path contains two kinds of labels:
ing mechanism was developed under the nameoofitional - a label to specify a binary relation betweknandk;; this
schema is the setFE, from the definition of a conditional schema,;

The formal concept of conditional schema was introduced- a label that identifies a certain condition which must be
in [11]. The inference mechanism of this structure is treaterified/satisfied by the nearest individual object@fthe set
in [12]. A conditional schema is a tuple = (Ob, Cs, E,, A, of these labels i€, and the connection between an element
V, Ber, h, f) such that: of E, and the conditional binary relations is given by the

o Ob = Obj;ng U Obupsir, WhereOb,,q is the set of the mappingh from the definition of a conditional schema;

individual objects anb,s:, is the set of the abstract The condition imposed on the até;, k;) can be viewed

A. Conditional schemas and the inference

objects; we suppose théib;,q N Obapsir = 0; as a semaphore. The value of a semaphore is computed by
e C; is the set of conditional mappings; means of some rule of the form IF-THEN-ELSE, where the

e L, is the set of the symbols for conditional binarnattribute values of the individual objects are used. If the
relations; condition istrue then the semaphore is "on”, otherwise is

e A is the set of attribute names for the elements obff”. If all semaphores of the pathl are "on” then some
Obing; conclusion is obtained by the inference mechanism. If some
e V is a set of values for the elements 4f semaphore is "off” then either no conclusion is obtained or a

o B, C 2(0bxD)x(0bxI)xCs s the set of conditional "negative” conclusion is specified.

binary relations andl = {i,a}, wherei is used to The answer mapping is defined using a semantic function
designate individual objects and is used to specify Sem. If G is the grammar mapped on the Recursive
abstract objects. Thus an individual object is specifieftansition Network defined for the user-system dialogue

as(z,i) and an abstract object has the fofma). processing and.(G) is the language generated Igy then
e h: E, — B, maps a conditional binary relation for Sem : Ob x E x Ob x {on, offt — L(G). This mapping
every symbol ofE,; is defined by the knowledge engineer.

o f:Obyy — 24%V assigns declarative knowledge tq et us consider the pathd = ([(a1,w1), .- -,
the individual objects 0Db;. (i1, wWrs1)], [at, ..., ax]). We suppose that:

The conditional graph ([11]) generated 8yis the system )

Gs = (XUZTxUTy), where: - there isj € {1,...,k + 1} such thatw; =i

e X C Obx I is the set of nodes such thate X if and - [ay, ..., ak] € dom(®) N

only if there arer € E,, y € X such that(z,y) €. h(r) - [t1,...,tx] is the list of all cgnd|t|onal symbolg o&
or (y,z) € h(r); where the order of the arcs dfis preserved by this list.

o 'y © X x B, x X and((n,w1),7,(m,w2)) € I'x e defineans(d) as follows:
if and only if ((n,w1), (m,w2)) € h(r); the elements of

I'x are namedarcs of first category o If t1]d] = ... = tg[d] = on and (a1, ®([aq,...,

o 7 ={f(z)| x € Objpa} andTz = {(f(x),x) | x € ag]), aks1,0on) € dom(Sem) then ans(d) =

Ob;na}; the elements of z are namedarcs of the second Sem(ny, ®([a1,. .., ak]), ng+1,0N).

category o If there isu € {1,...,k} such thatt,[d] =off
This inference mechanism is based on a graph-based structure, and (a1, ®([a1, . . ., ax]), k41, 0ff) € dom(Sem) then
the conditional graph, and therefore is a path-driven reasoning ans(d) = Sem(an, ®([ay, ..., ax]), api1, off)

mechanism. The conditional graph of a conditional schema ® ans(d) = unknown otherwise.
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B. Conditional Knowledge Bases </ f _mappi ng>

In this subsection we refine the concept of semantic schema. <Y~

Because the implementation presented in this paper uses u(rl) :(! 1, | 2)

elements of XML, the next two definitions establishes the U(r2)=(i 1,i3)

general entitiesof a conditional schema and thgarticular - - - - - -

entities of this concept. We consider a conditional schema </ u> o

S = (0b, Cs, B, A, V, Ber, h, f). </ condi tional _schema>
Definition 2.1: An XML-conditional structure generated

by § is a pair(U, D) such that Definition 2.2: An XML-conditional knowledge base for

o U= (Iop; Aob; Cs, Er, A, V. b, f,u), where the structurgU, D) is an XML file which establishes values
- Iy is the set of symbols for all individual objects offor the entities of this structure and defines also the mappings
S; ¢, ® and Sem:

- Ay is the set of symbols for all abstract objectsf

“ s B — (Lop U Aop) X (Tob U Aop); st andal one="no" ?>
- Cs,E., AV, h, f are specified irS. <know edge_base>

e D is the XML-description of the structur@€ as follows: <nat ural _| anguage_t ext >
<?xm version="1.0" encodi ng="UTF-8"  .......

<?xm version="1.0" encodi ng="UTF- 8"

st andal one="no" ?> text of the know edge piece
<condi tional _scherm> ...,
<i obj s> </ natural _| anguage_t ext>
il <i obj s>
i 2 i 1=Hel en
</i obj s> </i obj s>
<aobj s> <aobj s>
al al=pi zza
a2 a2=cheese cake
</ aobj s> </ aobj s>
<CS> <CS>
sl sl
s2 s2
....... </ CS>
</ CS> <ER>
<ER> ril=i s nother
ri r2=is sister
r2
....... </ ER>
</ ER> <Attributes>
<Attributes> at 1=age
atr
at 2 </Attributes>
</Attributes> <Val ues>
<Val ues> v1=40
vi
v2 </ Val ues>
....... <Reg>
</ Val ues> s1=R1(i3)=IF(y,i3) in u(r2) and
<h_mappi ng> f(y)=(at2,v2) then s1(i3)=on else
h(r)={(((i2,i),(i2,i)),T(i1))} s1(i 3)=of f
h(r2)={(((i2,i),(i3,i)), (i) ...
....... </ Reg>
</ h_mappi ng> <phi >
<f _mappi ng> phi (r1,r2)=bl
f(il)=(at1,vy) L.
f(il)=(atl,v2) </ phi >

....... <Bi g_phi >
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Voics Tnterface components are saved in a file, and in this manner the network
t AR can be easily reconfigured at a later point in time. If the text
L obtained by the automatic speech module is grammatically
correct then, using a dedicated algorithm, the objects and
e 7 - relations can be extracted from the sentences. The Analyse
gk i Generstion Module sends to Inference Engine module the objects to
perform the inference. If the text is not grammatically correct

J then the message received from the user will be considered as
ciie | e not valid.
rag mapping - The Conditional Schemanodule contains the conditional

schema component of the system;

j [ - The Inference Enginenodule performs the inferences (re-

System
voice

Users

el ceives two nodes and gives the result of the computation).
el CranEial - The Answer Generatiomodule receives the values of the

answer mapping generated by the Interface Engine module
and produces the answer sentences. We relieve the following
Fig. 1. An architecture for conditional schema implementati facts:
o Sem(z,a,y,on) specifies the semantics of the relation
between the objects and y, which is identified by the
PH ([r1,r2])=bl symbola;
s o Sem(zx,a,y, off) specifies the converse property.
</ Bi g_phi > For example, if Sem(Peter,is_a,student,on) =
<serp _ _ Peter is a student  then Sem(Peter,is_a, student,
Sem(x,rl,y,on) = x is siter of y off) = Peter is not a student
Sem(x,rl,y,on) = x is not sister of y Frequently the answer given by this module is not the same
"""" as the sentence received from inference engine. This can be
</ senw viewed from the following example. Suppose that the user
</ know edge_base> ask the system "Does Maria like to eat pizza?” If the value
of the mappingans is the sentence "A nephew of Maria
likes to eat pizza” then the answer given by this module is
Il. THE SYSTEM ARCHITECTURE the sentence "No, a nephew of Maria likes to eat pizza”.

A possible architecture is shown in Figure 1. In this section The Graphical Interfacemodule is an interface for the
the components of the system and the connection betwesministrator. By means of this interface the knowledge
them are described. engineer or the administrator performs the following tasks:

- The communication between user and system is based create a conditional schema:
on avoice interfacewhich includes the module of speech ¢ add new components to the conditional schema;

recognition and the module of speech synthesis; a Recursive 4 modify the existing components of the conditional
Transition Network is used to guide the communication in  gchema:

natural language. A conditional knowledge piece that can be o delete the components of the conditional schema; delete
represented and processed by our model can contain two kinds the conditional schema: visualize a conditional schema:

of information: o define, modify and visualize the mappidg

o declarative knowledge propositions or facts describing the 4 gefine, modify and visualize the mappitsgm.
current state of the problem (facts that are known to be true);
the user can submit questions which refer only to declarative
knowledge.

o procedural knowledgethe logical rules: IFconditionTHEN The implementation was performed by means of Java plat-
action ELSE action these rules are expressed in naturdbrm. The Java Speech APIs a standard extension to the
language and are used to compute the values of the conditiotata platform that enables Java applications to use speech

IV. JAVA IMPLEMENTATION

symbols. input and output. This API was used to implement the module
- The main task of theAnalyse Moduleis to extract the Speech to Tex6phinx-4 is a speech recognition system written
semantics from the received sentences. entirely in Java and this product was used to implement

In this module, the text transferred from the Automatic Speetihe moduleAutomatic Speech Recognitiorhis section gives
Recognition is analyzed and the semantics of the text a@everal details concerning this implementation, the application
extracted. This is done by means of a Recursive Transikecution stages and some application captures.

tion Network mechanism for natural language processing.After the application is installed the first step is to con-
We consider that, in time, due to the different use of thiggure the conditional schema. This is done by an user with
application, the network must addapt according to the needsadfministrative capabilities through a graphical interface.

the end users. This is why the Recursive Transition NetworkAs shown in Figure 2, the administrator can:
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‘ Delete the Con J
In order to begin you must first press a button from the left part of the window

Knowledge Base

Administrate the Phi mapping:

The number of objects:

The number of indivicual objects:

The number of abstract objects:
‘ Knowledge Base Number of conditional mappings:
Administrate the Phi mapping:

‘ Define the Phi mapping

‘ Modiify the Phi mapping

‘ View the Phimpping Compute h:

No. of conditional binary refations:

The number of attributes:

The number of values:

J

| es=tst.s23
| er-grrz
| A-fatt,atz}

| V=

Adminstrat the Seim mapping: i
!

1
2

at
a2

e
‘ Modify the Sem mapping

‘m F1 r2)= 12:);
7 ‘.z g2 )
a1 e 1] )Tz
‘ a2 | )= a0 1) T@D)

(2, T@@n)}
)Tt}
\T(@1))}

T ——— Compute1:
View the Sem mpping o
[ t; (2)- (attv)

(2)- (at12
(i1)- v2)
‘ 2| gy

1)
(i1)- (at2v1)

)
)

W a1
2 at2

Fig. 2. Capture of the Administrator Graphical Interface

Create a Conditional Schema.

View the Conditional Schema.

Delete the Conditional Schema.

Create a Knowledge Base.

Define, Edit and Delete thé@ mapping.
Define, Edit and Delete the Sem mapping.

‘ Save the Cor

nditional Schema

Fig. 3. Create a conditional schema

al

a2

a3

</ aobj s>
<CS>

sl

When creating a Conditional Schema the administrator witi
introduce the number of individual and abstract objects. Tié CS>
application will create uniqgue symbols for objects. The nestER>
step is to define the conditional mappings, that is the elemehts

of the setC,, the setsE, and A and the mapping.. After

r2

completing this operations the user can save the conditioh&

schema. By pressing the button "Visualize the Conditionaf

Schema” the administrator can further view and modify the/ ER>_

prior created schema. Modifying the schema is done by addingt t ri but es>
or removing symbols of objects or of conditional mappings ¢ 1

by adding or removing elements of the séts E, or A.

at 2

In Figure 3 is presented the graphical controls by means gfAt t i but es>
which the user can construct a Conditional Schema. When fhé2! ues>
process is finished the user must press the "Save Conditio¥al

Schema” button. This will save the schema inam file

v2

format that will be used later on by the application whef/ Val ues>

interacting with regular users.

<h_mappi ng>

The administrator can view or modify the schema later gi 1) =t (((i 1,i), (1 2,i)), T(i1))}
by pressing the "Visualize Conditional Schema” button. THa(r2) ={ (( (! 1, : ) (! 3, : ) T(! 1))}
schema can be viewed and modified directly from the xmi fillé( r2) ={ (( (! 2, : ). (14,1)),T(i2))}
or through the application graphical interface. This file show r3) =L (((i3,1), (a2, a)),sl)}

as follows:

<?xm version="1.0" encodi ng="UTF- 8"
st andal one="no" ?>
<condi ti onal _schema>

<i obj s>

il

i2

i3

i 4

</i obj s>

<aobj s>

h(r3)={(((i4,i),(a3,a)),s2)}
h(r4)={(((i1,i),(al,a)),T(i1))}
</ h_mappi ng>

<f _mappi ng>

f(il)=(at1,vl)
f(il)=(at1,v2)
f(il)=(at2,vl)
f(il)=(at2,v2)
f(i2)=atl,vl)

f(i2)=(at2,v2)
f(i2)=(at2,vl)
f(i2)=(at1,v2)
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[ cosscommserona |

| Visualize the Conditional Schema | Delete cancel

| Knowlodge Base |
Administrate the Phi mapping:

| Define the Phi mapping |

| WMoty the Phi mapping |

I View the Phi mpping |
Administrate the Sem mapping:

| Define the

mapping |
| Modity the Sem mapping |

| View the Sem mpping |

Fig. 4. Delete a conditional schema

</ f _mappi ng>

<u>

u(rl)=(il,i?2)
u(r2)=(il,i3)
u(r2)=(i2,i4)
u(r3)=(i3, a2)
u(r3)=(i 4, a3)
u(rd)=(il1,al)

</ u>

</ condi ti onal _schema>

fruits if they are bought by his nother.
Susan is 30. She bought sone bread.
Helen likes to eat pizza.
</ natural _| anguage_t ext >
<i obj s>

i 1=Hel en

i 2=Susan

i 3=Pet er

i 4=Geor ge

</i obj s>

<aobj s>

al=pi zza

a2=cheese cake

a3=fruits

</ aobj s>

<CS>

sl

s2

</ CS>

<ER>

ril=i s nother

r2=is sister

r3=likes

rd=eats

</ ER>

<Attributes>

at 1=age

at 2=nade

at 4=bought

</Attributes>

When the knowledge engineer wants to delete the conval ues>

ditional schema it is very important to remember that als\blf
the initial knowledge pieces represented on this schema vVH?:
be deleted. The graphical interface by means of which tHe=

cheese cake
30

4 v4=fruits

conditional schema can be deleted is shown in Figure
Eé Val ues>

When the "Knowledge Base” button is pressed the interfa
used to built a knowledge base is shown. Through this interfacBc 9> .
the administrator establishes connections between the sym c}rsle( 1 3) =l F(y, i3)
used in the conditional schema representations and the na ) =(at2,v2) then

of the represented entities. Also he can definedtrend Sem S =R2(i 4)=IF(y, i4)

mappings. f(y)=(at4,v4) then
The administrator introduces the symbols of the necessaﬁ/ E‘e?

relations, and based on them the application creates t ' 1 12)=b1

symbols for the composed relations. Is then the task of R (Lll r3) :b2

administrator to attach semantics, by means of then ph!( 2' r3) :b3

function, to the resulted relation symbols. Theand Sem phi (r2,r3)=

mappings are also saved in an xml file format. This file car ph| >

inu(r2) and
s1(i3)=on else s1(i3)=off
inu(r2) and
s2(i4)=on el se s2(i4)=off

show as follows:

<?xm version="1.0" encodi ng="UTF- 8"

st andal one="no" ?>

<know edge_base>

<nat ural _| anguage_t ext >

Helen is the nother of Peter. She is 40.
Hel en nmade cheese cake. Peter likes to
eat cheese cake if this is nade by his
nmot her. Susan is Helen's sister and
CGeorge is her son. George likes to eat

<Bi g_phi >

PH ([r1,r2])=bl

PH ([r1,r2,r3])=b2

PHI ([r2,r3])=b3

</ Bi g_phi >

<senp

Sen(x,rl,y,on) = x is siter of y
Senm(x,rl,y,on) = x is not sister of y
Senm(x,r2,y,on) = x is nother of y
Senm(x,r2,y,off) = x is not nother of y
Sen(x,r3,y,on) = x eats of y
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Senm(x,r3,y,off) = x does not eat of y through a spoken message will be identified in the system’s
Senm(x,r4,y,on) = x likes to eat of y conditional schema.

Sem(x,r4,y,off) = x does not like to If an object or an relation can not be identified in the

eat of y conditional schema, the Inference Engine will send an error
Sen(x, bl,y,on) = x is aunt of y message to the Answer Generation Module that will transform
Sem(x, bl,y,off) = x is not aunt of y it in a spoken message in which the user will be asked
Sen(x, b2,y,on) = the nephew of x to contact the administrator by e-mail or telephone. This
eats y approach will ensure that the user will receive the answer for
Sen(x, b2,y,of f) = the nephew of x his question and that the administrator will be informed of the
does not eat y issue that needs to be corrected.

Sen(x, b3,y,on) = The sun of x eats y If all the objects and relations indicated by the user can be
Sem(x, b3,y, of f) = The sun of x does identified in the conditional schema, the inference mechanism
not eat y and the answer generation module will calculate and formulate
</ senr the natural language answers to the user questions.

</ know edge_base> More precisely, the answer generated by the Inference

Engine will be sent to the Answer Generation Module where
e corresponding natural language response can be generated.
he text will be then transmitted to the Text to Speech module
t will transform the text into a spoken message.

The Java API for XML Processing (JAXP) is for processin
XML data using applications written in the Java programmin
language. JAXP leverages the parser standards Simple API . S o
XML Parsing (SAX) and Document Object Model (DOM). For this application we used the following java packages:

To process all the xml files that this application uses we ® org.w3c.dom.*, org.xml.sax.SAXException,
have worked with DOM and SAX. DOM is the acronym for  javax.xml.parsers.*, javax.xml.parsers.*,

Document Object Model, which is a APl component of the java.io.*, javax.xml.transform.*,

Java API for XML Processing. A DOM is a garden-variety tree  javax.xml.transform.dom.DOMSource,

structure, where each node contains one of the components javax.xml.transform.stream.* for working with the
from an XML structure. The two most common types of nodes Xl files;

are element nodes and text nodes. Using DOM functions we ® java.util.StringTokenizer and java.util.Vector for the
can create nodes, remove nodes, change their contents, andparsing of the text;

traverse the node hierarchy e java.awt.*, java.awt.event.*, javax.swing.* for construct-
The Simple API for XML (SAX) is the event-driven, serial-  ing and working with the graphical interface;

access mechanism that does element-by-element processing.

The API for this level reads and writes XML to a data V. CONCLUSIONS AND FUTURE WORK

reposnory or the web. The interfaces prowded n the SAX In this paper an architecture of a question answering system
package is an |rr_1p.ortar?t part of our toolkit for ha”‘?'"”g XMLis proposed. The inference engine and the knowledge base are
Af_ter the administration part Qf the application |s_pro_perl)5ui|t taking into account a knowledge representation method
conﬁgu_red, the end users can Il’l'FerI’Ogate the application. ﬁ‘gmed conditional schema. The implementation uses the con-
user will connect to the application by phone or through &pts of XML-conditional structure generated by a conditional

microphone. The application will transform the verbal Sign%lchema and XML-conditional knowledge base introduced in
into text using the Sphinx4 module. The obtained text will bﬁ]

. ) o is paper.
submitted .to the .folllc.)wmg algorlthrr-L. ) The user can interrogate the system only by sentences
e Parsing - Dividing the proposition into words; concerning the declarative facts. An interesting extension of

e Semantical and grammatical evaluation - In order tgyr study refers to the case when the user asks the system in
analyze a text first of all we must determine if the text ighe area of procedural knowledge. In this way we are led to
grammatically correct (from the defined grammar poirthe idea to add a way to explain how the system obtained
of view); the conclusion. This can be performed usingMadule of

e Extracting objects and relations - in this step the namesplanations By endowing the system with this feature, we
of the objects and of the relations described in the inpi|| obtain an improved system that can be used in automatic
sentences are extracted; training. In a future work we will exemplify the use of such a

e Applying Simb - in order to align the names of the obgystem in automatic training, to build health systems consul-
jects indicated by the user to the internal representatioggcy and systems for diagnosing the malfunctions of a device.
of the system, stored in the conditional schema, the namgsa possible future version of the architecture presented in
of the objects are assigned to the corresponding symbglgure 1 the Administrator module and its Graphical Interface

Of Obina OF Obabstr- can be removed such that all the rules and the declarative
Once the message introduced by the user is interpreted, knewledge to be given by the user. A special module of the
inference can be performed. system will extract the rules from the user spoken message and

Using the initial knowledge pieces saved in xml formatyill formalize these entities by means of conditional schema
the objects and the relations that where described by the usspresentations.
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The knowledge representation method presented in this pa-
per can be used to build dialogue systems based on conditional
schemas. This is a possible future task.
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