
 

 

  

Abstract—An intelligent web-based fuzzy model is developed for 
the forecast of hourly wind speed. The hourly wind speed of three 

meteorological stations in Taiwan are forecasted and compared. The 

selected sites of Taiwan meteorological stations are Lan-Yu, 

Tung-Chi-Tao, and Wuci, whose wind speeds are the highest among 

25 areas during the period of 1971-2000. An intelligent time series 

model and GM(1,1) are developed and used to forecast the randomly 

distributed wind speed data. Hourly records of wind speed are first 

used to establish intelligent fuzzy linguistic functions, and then fuzzy 

relational matrix is developed to form the time series relationship. 

Effects of interval number are studied. For the same order of the 

intelligent fuzzy model, the model with higher interval number 

provides better prediction of the hourly wind speed with lower RMSE. 

On the other hand, GM(1,1) gives higher RMSE for all the three site. 

The present results demonstrate the benefits and the robustness of the 

intelligent model. 
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I. INTRODUCTION 

OR the operation of usual power plants that are joined to the 

same power grid as those conversion systems, the prediction 

of the power output of wind turbines is noteworthy. Thus, 

the forecast of hourly average wind speed and in so doing the 

power output of wind farm is imperative [1-2]. For a large 

number of researchers, the modeling and forecast of the time 

series of hourly wind speed has been a vital subject. When the 

factors of the wind speed distribution were given, the Monte 

Carlo method was developed to make predictions. Time series 

obtained by the method showed the flaw of not considering the 

autocorrelation of the hourly wind velocities. On the other hand, 

Chou and Corotis [3] integrated the effects of autocorrelation, 

but the non-Gaussian nature of the wind speed distribution is not 

considered. Brown et al. [4] proposed a pure autoregressive 

model (AR) that included the characteristic of autocorrelation, 

and the non-Gaussian shape of the wind speed. Geerts [5] used 

an ARMA model for the 1-year time series one for forecasting 

wind speeds in a relatively short term. Torres et al. [6] 

developed the model for the forecast of hourly average wind 

speed by using ARMA models. A new prediction models uses 

regression techniques based on SVR, ARMA and ARIMA 

models, features include on-line measures and the 

corresponding on-time treatment, using algorithms based on 

time-series forecasting and wireless technology to transmit the 

signals [7]. 

Taiwan is encountered with many predicaments in energy 

 
 

 

exploitation. Since most fossil fuels are imported, the 

accessibility and price can be varied significantly. Also, the 

current energy policy tends to limit the development of nuclear 

power generation. Thus, the development and popularization of 

renewable energy resources become crucial at the current stage. 

Due to the meteorological features in Taiwan, wind energy 

shows the most potential among all renewable energy resources 

[8]. 

In order to evaluate the potential of wind energy, many 

statistical models have been developed and studied for different 

areas. In 1995, Jamil et al [9] proposed a model for evaluating 

wind characteristics, including wind energy density, in Iran. In 

1999, Rosen et al [10] analyzed the wind potential energy of two 

locations in the coastal area of the Red Sea. Li [11] studied the 

feasibility of developing large scale offshore wind power. 

Chang et al [8] analyzed the wind characteristics and wind 

turbine characteristics in Taiwan based on a long-term 

measured data source of hourly mean wind speed at 25 

meteorological sites across Taiwan. Most of the aforementioned 

studies are based on the wind speed distribution model of 

Weibull [12]. Recently, a study of wind turbine focused on a 

doubly-fed induction machine with an improved wind turbine 

has been simulated [13]. Furthermore, Shao et al. [14] find that 

the time-frequency analysis can be used to more precisely detect 

the fault characteristics of windings. Since the source data of 

wind characteristics are highly unpredictable and randomly 

distributed over a time span, this study attempts to deal with 

these data using the time series models.  

A time series comes to pass when evaluations are recorded on 

a certain variable at consecutive points in time or when a certain 

variable is collected over an interval of time. For the forecasting 

of highly irregular time series, fuzzy time series models have 

been developed based on the analysis of linguistic variables 

[15]. Further extensions and applications show the robustness 

and reliability of the fuzzy forecasting models [16-21]. In 1993, 

Song and Chissom [22] developed the fuzzy time series using a 

first-order model with application to the forecast of enrollments 

at the University of Alabama. Due to the computational efforts 

and technical difficulties involved in Song and Chissom’s 

model, Chen [23] simplified the calculation procedures of fuzzy 

time series model into a simple arithmetic operation. Tsai and 

Wu [24] developed the fuzzy time series model for the forecast 

of local regional data. Chen’s method shows the simplicity and 

clarity of the computation. This approach provides an excellent 

tool for exploring the essence of modeling a fuzzy time series. 

On the other hand, Song and Chissom’s approach gives a basis 

for the construction of computer code. On the other hand, the 
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grey system analysis has been used for the prediction of linear 

motion guide [25]. A hybrid model combining grey prediction 

and rough set approach is developed to predict the failure firms 

based on past financial performance data [26], and applying 

grey group model to forecast the earning per share [27]. The 

results demonstrate that the grey model is a competitive and 

competent one in prospective analysis [28-29]. 

Though both approaches show significant potential in 

forecasting effectiveness, both methods cannot be disseminated 

quickly and widely due to the inherent technical barriers. In the 

recent years, the rapid advent of internet gives rise to lots of new 

applications. In order to take the advantages of wildly spreading 

internet and reducing the technical barriers of forecast system, 

this study developed a web-based forecasting system with 

application to the modeling of wind characteristics in Taiwan. 

In the web-based forecast system, entry web and four major 

frameworks are designed: source framework, model framework, 

output framework, and graphics framework.  

This paper is organized as follows: in the next section, 

formulas of wind characteristics are introduced. Next, the major 

frameworks of the current intelligent system are defined. The 

model of intelligent time series is described and a general 

procedure presented. What follows is a discussion of the results. 

Finally, a brief concluded remark will be given. 

II. HYPOTHESIS AND METHODOLOGY 

The wind power per unit area of the wind stream at the speed 

V  can be evaluated with 

 

3*5.0)( VVp ρ=        (1) 

 

Where ρ is the density of the air. Assume the wind turbine 
has a swept area of A , and then the total wind power is 

 

AVVP 3*5.0)( ρ=        (2) 

 

Since wind source data are highly irregular, there are many 

probability density functions developed for the modeling of 

wind characteristics. Weibull distribution of wind speed is one 

of the widely used models [11]. Te probability density function 

is represented by 
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k is the shape parameter, c is the 

scale parameter, and V the wind speed. The cumulative 

distribution function then gives 
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We can obtain the density function of the wind power as 

follows: 
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Where the Gamma function is used. Based on the wind power 

density, the wind energy is evaluated by multiplying it with the 

total operation hoursT , that is: 
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III. INTELLIGENT MODELING 

To establish the prediction model based on fuzzy logics, the 

definition of fuzzy time series model is introduced by following 

the concepts presented by [13-16]. The definition of fuzzy time 

series is first presented as follows. 

A. Definition I. Fuzzy time series 

Let ),2,1,0)(( ⋯=ttY a subset of 1R , be the universe of 

discourse on which fuzzy set )2,1)(( ⋯=itfi  are defined. )(tF  

is a collection of ),....,(),( 21 tftf then )(tF  is called a fuzzy 

time series defined on )(tY . 

In definition I, )(tF could be viewed as a linguistic variable. 

This represents for the major differences between fuzzy time 

series and traditional time series, whose values must be real 

numbers. Note that conventional time series models fail to work 

when its values are linguistic ones. 

B. Definition II. First-order model of fuzzy time series 

Suppose )(tF  is affected by )1( −tF  only, then the fuzzy 

relation can be expressed by )1,()1()( −−= ttRtFtF � , where 

)1,( −ttR  is the fuzzy relationship between )1( −tF  and )(tF . 

And the model )1,()1()( −−= ttRtFtF �  is called the first 

order model of )(tF . 

C. Definition III. mth-order model of fuzzy time series 

Suppose )(tF  is simultaneously caused by )1( −tF and 

)2( −tF  and... )( mtF − , )1( >m , then this relation can be 

expressed by the following equation: 

 

[ ] ),,()()2()1()( mttRandmtFTFtFtF −−××−×−= �⋯ (8) 

 

This is defined as the m-model of )(tF . 

Note that the fuzzy relationship defined by ),( mttRand −  or 

)1,( −ttR  can be dependent or independent of time. For 

example, if ),( mttRand −  is independent of t, then )(tF  is 

called a time-invariant fuzzy time series; otherwise it is called a 
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time-variant fuzzy time series. In case of time-invariant time 

series, the fuzzy relationship can be rewritten as: 

 

RttR =− )1,(           (9) 

)(),( mRandmttRand =−      (10) 

 

Where R contains only constant elements and )(mRand  

depends on m only. 

For time-invariant time series, the forecasting model can be 

constructed by the following steps. Firstly, the historical data, 

which can be linguistic values, are collected and analyzed. 

Based on the collected data, we can determine the universes of 

discourse on which the fuzzy sets will be defined. Fuzzy sets on 

the universe of discourse based on the fuzzy historical data are 

then determined and fuzzy relationships using historical data are 

computed. The intelligent fuzzy forecasting model is 

constructed by the fuzzy relationships defined in the previous 

step. Finally, use the historical data at time t as inputs to the 

forecasting model and compute the output result at time 1+t , 

which will be the forecasted values. 

For developing grey forecast model, GM(1,1), the grey 

system is first defined as follows. A system which has none of 

information is defined as a black system, while a system which 

is full of information is called white. Thus, when the information 

of a system is either incomplete or undetermined, it is defined as 

grey system. The grey number in grey system represents a 

number with less complete information. The grey element 

represents an element with incomplete information. The grey 

relation is the relation with incomplete information.  

Definition1. Let the set X  be a vector space to apply grey 

relational analysis, and the vectors yx, are elements of X . 

First, the inner product of x and y and metric of vectors is 

defined as follows: 

 

θξξ cos,, yxyx =               (11) 

 

Where nRyx ∈, , ( )Tnxxxx ,.....,, 21=        (12) 
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The X  is content with the vector space axiom. Eq. (11) is 

satisfied with the inner product axiom[29].  To ompare the fuzzy 

time series model, the GM(1,1) model is developed based on the 

grey regeneration process. Further details are referred to [29]. 

 

IV. EMPIRICAL RESULTS 

The hourly wind speed of the meteorological stations are 

forecasted and compared. The selected three sites of Taiwan 

meteorological stations are Lan-Yu, Tung-Chi-Tao and Wuci, 

whose wind speeds are the highest among 25 areas during the 

period of 1971-2000. Table 1 shows the monthly wind speed of 

25 Taiwan meteorological stations (Source: Taiwan Central 

Weather Bureau), ranking in the order of average wind speed 

during the indicated period. As the Table shows, the top four 

positions are Lan-Yu, Tung-Chi-Tao, Peng Gui Island and 

Wuci. Since the hourly wind speed of Peng Gui Island is not 

complete, we pick three sites, Lan-Yu, Tung-Chi-Tao, and 

Wuci, for further studies of hourly wind speed. Lan-Yu has an 

average wind speed of 9.0 m/s, while 8.2 m/s for Tung-Chi-Tao 

and 5.3 for Wuci site. For both sites, the hourly wind speed 

records at the day Sep 10, 2010 are used to establish randomly 

distributed time series and create the forecast model. The hourly 

wind speed of Lan-Yu is first used to explain the modeling 

processes of the forecasting system.  

The model is constructed as follows: first, we define the 

universes of discourse U, on which the fuzzy sets will be 

defined. The minimum value minV and maximum value maxV  

are generally defined and used to define the universe of 

discourse U. In this study, 0min =V  and 9max =V . The number 

of fuzzy partition then needs to be assigned. We use the number 

of intervals 10=N , 20 and 30, and then divide the universe into 

N equal intervals. Let Nuuu ⋯,, 21  denotes N fuzzy intervals. 

Next, define fuzzy set based on the universe U. Let iA  be the 

linguistic variable of monthly mean values of wind speed. Let 

=1A (very very slow), =2A (very slow), =3A (slow), 

=4A (fair)… etc. We then transfer the historical data set into 

fuzzy set. In this practice, the equivalent fuzzy set to each mean 

wind speed will be found and the memberships of each record to 

iA will be determined. Then we can construct the fuzzy relations 

based on historical and linguistic knowledge. Based on the 

relations established, we construct the fuzzy forecasting model. 

Denote )1(R as the first fuzzy relational function, which can be 

written as 

 

)2()1()1( YYR ×=  

 

Where the elements of )1(R is defined as  

 

[ ]jiij YYR )2(,)1(min=  

In which iY )1( represents the thi − element of )1(Y , and 

jY )2( for the thj − elements of )2(Y . For all the historical 

knowledge, the fuzzy relational functions are found and 

repeated union operators are applied to obtain the model, that is 

 

=R Union of iR  

 

Using the resulting model R, forecasted output data can be 

obtained as follows. As the relational function is determined, 

historical data can be used to obtained the predicted values by 

 

RAA ii �1−=  
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Finally, we transform the output fuzzy set into forecasted data 

set. Seeing as the outputs are linguistic results, they need to be 

transformed into real numbers using defuzzification process. 

Fig. 1 shows the current predicted results along with the actual 

wind speed. As shown in this diagram, we apply both the 

first-order model with N=10 and the second-order models with 

N=30. Also, results of GM(1,1) model is obtained and plot in 

the same diagram. The results show that the wind speed 

fluctuates randomly from time to time. The second-order model 

gives better results than the first-order one. The GM(1,1) model 

here does not perform as satisfactorily as the intelligent fuzzy 

models. Fig.2 plots the prediction of hourly wind speed for the 

Tung-Chi-Tao site and Fig. 3 for the Wuci site. These evidences 

clearly show the benefits of the current fuzzy model. Overall 

root mean square errors (RMSE) are compared in Fig. 4 to 6 for 

each site. In these diagrams, the effects of interval number (N) 

are clearly shown. For the same order of the intelligent fuzzy 

model, the model with higher interval number provides better 

prediction of the hourly wind speed with lower RMSE. On the 

other hand, GM(1,1) gives higher RMSE for all the three site.   

V. CONCLUSION 

The forecast of hourly wind speed was conducted using an 

intelligent web-based model as well as GM(1,1). The hourly 

wind speed of the selected three sites of Taiwan meteorological 

stations were forecasted and compared. An intelligent time 

series model was developed and used to forecast the randomly 

distributed wind speed data. Both first- and second- order 

models were applied for the prediction and compared to the 

GM(1,1) model which is developed based on grey system 

theory. Results of wind speed forecast as well as root mean 

square errors were evaluated and compared to show the 

effectiveness and accuracy of the proposed model. As shown 

from the results, GM(1,1) gave higher RMSE for all the three 

site. On the other hand, second-order model provided better 

prediction than first-order ones. When we used more intervals, 

the RMSE decreased significantly.  The present results 

demonstrate the benefits and the robustness of the intelligent 

model. 
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Table 1 Monthly wind speed (m/s) of Taiwan meteorological stations 

(Source: Taiwan Central Weather Bureau http://www.cwb.gov.tw/  ) 

LOCATION Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Average 

Lan-Yu 9.3  8.9  8.4  8.0  7.9  9.4  9.0  8.9  7.7  9.9  11.0  10.0  9.0  

Tung-Chi-Tao 11.4  10.4  8.6  6.8  5.7  5.6  5.1  5.0  6.4  10.1  11.6  11.8  8.2  

Peng Gui Island 8.7  8.5  7.7  6.9  6.5  6.6  7.2  7.1  7.2  8.4  9.1  8.9  7.7  

Wuci 7.1  6.8  5.7  4.5  3.8  3.9  3.6  3.6  4.5  6.4  6.8  7.1  5.3  

Yushan 6.4  6.2  5.8  5.4  4.7  5.1  4.8  4.4  4.3  4.2  4.8  5.7  5.2  

Penghu 6.3  5.9  5.0  4.1  3.6  3.5  3.2  3.2  4.2  6.2  6.7  6.6  4.9  

Anbu 3.9  3.8  3.6  3.2  3.1  3.0  3.4  3.8  4.1  4.3  4.4  4.0  3.7  

Hengchun 4.3  4.0  3.5  3.2  2.7  2.6  2.8  2.6  2.8  4.4  5.1  4.9  3.6  

Cheng Kung 4.2  4.0  3.6  3.2  2.9  2.8  2.8  2.8  3.4  4.5  4.9  4.5  3.6  

Hsinchu 4.0  3.8  3.1  2.7  2.2  2.7  2.4  2.2  2.9  4.4  4.3  4.6  3.3  

Keelung 3.6  3.5  3.1  2.6  2.3  2.4  2.7  2.9  3.2  3.7  3.9  3.7  3.1  

Tainan 3.5  3.4  3.1  2.7  2.6  2.8  2.9  2.8  2.6  2.7  3.0  3.3  3.0  

Taipei 2.9  2.9  2.9  2.8  2.7  2.2  2.4  2.6  3.0  3.6  3.6  3.2  2.9  

Dawu 3.4  3.1  2.9  2.6  2.3  2.2  2.3  2.2  2.5  3.6  4.0  3.7  2.9  

Su-ao 3.0  3.0  2.6  2.4  2.2  2.2  2.8  2.8  2.9  3.0  2.9  3.0  2.7  

Tamshui 2.8  2.7  2.6  2.3  2.2  2.3  2.5  2.6  2.5  2.9  3.0  2.9  2.6  

Kaohsiung 2.8  2.8  2.6  2.5  2.5  2.8  2.9  2.8  2.5  2.2  2.3  2.6  2.6  

Chiayi 3.1  3.1  2.7  2.4  2.2  2.7  2.8  2.5  2.1  2.1  2.4  2.8  2.6  

Bamboo Lake 3.2  3.2  2.6  2.0  1.8  1.5  1.4  1.6  2.1  2.9  3.2  3.2  2.4  

Hualien 2.6  2.5  2.3  2.2  2.0  2.1  2.1  2.1  2.2  2.5  2.6  2.6  2.3  

Taitung 2.3  2.2  2.1  2.0  1.8  1.8  1.9  1.9  2.0  2.4  2.5  2.3  2.1  

Ilan 1.5  1.5  1.5  1.4  1.4  1.4  1.8  1.9  1.8  1.8  1.5  1.5  1.6  

Taichung 1.8  1.8  1.7  1.5  1.3  1.5  1.5  1.5  1.4  1.6  1.7  1.7  1.6  

Alishan 1.4  1.6  1.5  1.4  1.3  1.3  1.3  1.2  1.1  1.0  1.1  1.3  1.3  

Sun Moon La 1.1  1.1  1.1  1.1  1.1  1.2  1.2  1.3  1.1  1.0  1.0  1.1  1.1  
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Fig. 1 The forecast of hourly wind power for Lan-Yu site 
 

 
Fig. 2  The forecast of hourly wind power for Tung-Chi-Tao site 
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Fig. 3  The forecast of hourly wind power for Wuci  site 
 

 
Fig. 4 The root mean square error of forecasting hourly wind power for Lan-Yu site 
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Fig. 5 The root mean square error of forecasting hourly wind power for Tung-Chi-Tao site 

 

 
Fig. 6 The root mean square error of forecasting hourly wind power for Wuci site 
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