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Abstract—M.Blum and C.Hewitt first proposed two-dimensionalapparent that the characterization and classification of powers
automata as a computational model of two-dimensional pattern pest-the restricted Turing machines should be of great important.

cessing, and investigated their pattern recognition abilities in 19€§uch a study was active in 195@ and 1960 s. After
Since then, many researchers in this field have been investigat '

many properties about automata on two- or three-dimensional taptE&g’.lt' the growth of the processing of pictorial information

By the way, the question of whether processing four-dimensiondy computer was rapid in those days. Therefor, the problem
digital patterns is much difficult than two- or three-dimensional onesf computational complexity was also arisen in the twodi-
is of great interest from the theoretical and practical standpoinigensional information processing. M.Blum and C.Hewitt first
Recently, due to the advances in many application areas such ?Sposed two-dimensional automatatwo-dimensional finite
computer animation, motion image processing, virtual reality syg- . . .

tems, and so forth, it has become increasingly apparent that métome.lt.a and.r.n.arkgr automata, _and investigated their pattern
study of four-dimensional pattern processing has been of crucf@cognition abilities in 1967 [1]. Since then, many researchers
importance. Thus, the study of four-dimensional automata, i.e., foun this field have been investigating a lot of properties about
dimensional automata with the time axis as a computational modgitomata on a two-dimensional tape [10]. Moreover, due to
of four-dimensional pattern processing has also been meanlng@hle advances in many application areas such as computer

On the other hand, the comparative study of the computational hi ¢ ided desian / facturi i
powers of deterministic and nondeterministic computations is oMEaPNICS, computer-aided design / manutacturing, computer

of the central tasks of complexity theory. This paper investigatd4sion, image processing, robotics, and so on, the study of
the computational power of nondeterministic computing devices withree-dimensional pattern processing has been of crucial im-
restricted nondeterminism. There are only few results measuring &ﬁ@rtance. Thus, the study of three-dimensional automata as the
computational power of restricted nondeterminism. In general, thetg,tational model of three-dimensional pattern processing
are three possibilities to measure the amount of nondeterminism . .
in computation. In this paper, we consider the possibility to cou s been meanmgful [12',15'26',38]' BY .the way que§t|on of
the number of different nondeterministic computation paths on aMjhether processing four-dimensional digital patterns is much
input. In particular, we deal with seven-way four-dimensional finitdifficult than three-dimensional ones is of great interest from
automata with multiple input heads operating on four-dimensiongie theoretical and practical standpoints. In recent years, due to
input tapes. the advances in many application areas such as moving image
Keywords— computational complexity, finite automaton, fourprocessing, computer animation, and so on, the study of four-
dimension, multihead, path-bounded dimensional pattern processing has been of crucial importance.
Thus, the study of four-dimensional automata as the computa-
tional model of four-dimensional pattern processing has been
meaningful. For example, in [13,16], a four-dimensional finite
OMPUTER science has two major components : firshutomaton was proposed as a natural extension of the three-
the fundamental mathematics and theories underlyimigmensional finite automaton to four dimensions[8,9,18,20,24-
computing, and second, engineering techniques for the desitfh34-37,40,42-44]. On the other hand, the comparative study
of computer systems-0 hardware and software. Theoreticabf the computational powers of deterministic computations is
computer science falls under the first area of the two majone of the central tasks of complexity theory. In this paper,
components. It had its beginnings in various field : physicgje investigate the computational power of nondeterministic
mathematics, linguistics, electric and electronic engineeringhmputing devices with restricted nondeterminism. However,
physiology, and so on. Out of these studies came importdhere are only few results [3-6] measuring the computational
ideas and models that are central to theoretical compupawer of restricted nondeterminism. In general, there are three
science. In theoretical computer science, the Turing machipessibilities to measure the amount of nondeterminism in
has played a number of important roles in understanding acomputation. One possibility is to count the number of advice
exploiting basic concepts and mechanisms in computing abits (nondeterministic guesses) in particular nondeterministic
information processing. It is a simple mathematical model ebmputations, and the second possibility is to count the
computers which was introduced by Alan M.Turing in 1936 taumber of accepting computation paths. The third possibility is
answer fundamental problems of computer scierceé What to count the number of different nondeterministic computation
kind of logical work can we effectively perform- [41]' . paths on any input. This paper considers the third one. In
If the restrictions in its structure and move are placed on tiparticular, the paper investigates a hierarchy on the degree
Turing machine, the restricted Turing machine is less powerfol nondeterminism of seven-way four-dimensional (simple)
than the original one. However, it has become increasinghyulti-head finite automata as a natural extension of the five-

I. INTRODUCTION
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way three-dimensional (simple) multi-head finite automata
[7,15]. Furthermore, we investigate a relationship between
the accepting powers of nondeterminism and self-verifying
nondeterminism for seven-way four-dimensional (simple) mul-
tihead finite automata with the number of computation paths
restricted.

II. PRELIMINARIES

This section summarizes the formal definitions and nota-
tions necessary for this thesis.

Definition 2.1. Let ¥ be a finite set of symbols. A
four-dimensional tap®ver X is a four-dimensional rectangu-
lar array of elements okE. The set of all four-dimensional
tapes ovei is denoted by= (¥,

X(LL)LL(x)
The 2nd axis |

K The 1st axis

The 3rd axis

HLLLED HUDLELLE

x(LLE)LD

x(h(x).L5(x).1)

I,4,,4,1, :The coordinates of four-dimensional rectangular array
Gyt ,i) €2 = {01}

Given a taper € 2, for each integey (1 < j < 4), we Fig. 1. Four-dimensional input tape.

let;(«) be the length of: along thejth axis. The set of alt
€ XW with 1y (z) = ny, la(z) = na, I3(z) = n3, andly(x) = ny
is denoted by-(nq, na, ng,n4). When 1< 4, <[;(z) for each
Jj (<5 <4, letx(iy, iq, i3, i4) denote the symbol in with

if it eventually halts in an accepting state with all its heads on

coordinates (, io, 3, 74), as shown in Fig.1. Furthermore, wethe bottom boundary symbols #'s(see Fig.2).

definex[(iy, ia, i3, 44),(i1, 75, i5 ,iy)], when 1< i; <4 <
l;(x) for integerj (1 < j < 4), as the four-dimensional tape
y satisfying the following conditions:
@) for eachy (1 < j < 4),[;(y) = @j—i;+1;
(i) for each ry,7ro,r3,r4( 1<r <li(y), 1<ro<la(y),
1<r3<l3(y), 1<ra<la(y)), y(r1,7r2, 73, 7a)=2(r1+is-
1, rot+ig-1, ra+iz-1, 7‘4+i4'1). (We call
w[(i1,42,13,14), (i1,75,75,94)] the [(i1,d2,43,44),
(49, 14,145, 1y)]-segmenbf z.)

For each zcy_ (mum2msna) and for each &ij<n,
1§i2§n2, 1§i3§’ﬂ3, 1§i4§n4, l‘[(il, 17 1, i4),
(ilan23n37i4)]! l’[(l,’ig,l,i4), (n17i2an3;i4)]v I[(1317i37i4)1
(n1,m2,43,14)],  x[(i1,1,43,74),  (i1,m2,i3,44)], and
l’[(l,iz,ig,u), (7’Ll7i2,i3,i4)] are called the i th (2-3)
plane of theisth three-dimensional rectangular array of x

The 2nd axis

The 1st axis o°

The 3rd axis

finite control
o
.
.
input heads

future

The 4th axis

down

Y

the i»th (1-3) plane of theisth three-dimensional rectangular Fig. 2. Seven-way four-dimensional multihead finite automaton.

array of x, theisth (1-2) plane of theisth three-dimensional
rectangular array of xthei,th row on theisth (1-2) plane of
thei4th three-dimensional rectangular array of and theisth

For a deviceM, we denote byl'(M) the set of all inputs

column onthe i5th (1-2) plane of theiyth three-dimensional @ccepted byM. The states of this device are considered to

rectangular array of x and are denoted by:(2-3);,-,,
$(1'3)L‘2'7;4, x(l'Z)L‘S‘i4, I[il, *, ig, i4], and .Z’[*, iz, i3, i4],
respectively (see Fig.1.).

be divided into three disjoint sets of working, accepting, and
rejecting states.

Definition 2.2. A seven-way four-dimensional multihead finitd€finition 2.3. A self-verifying nondeterministidevice is a

automaton (SV4-MHFA [7,46] is a finite automaton with device with four types of states : working, accepting, rejecting,
multiple input heads operating on four-dimensional input tap@gd neutral ones. The self-verifying nondeterministic device
surrounded by boundary symbols #'s. These heads can mdveis not allowed to make mistakes. If there is a computation
east, west, south, north,up, down, in the future, but not in teé M on an inputz finishing in an accepting (resp., rejecting)
past. A seven-way four-dimensional simple multihead finitgtate, them: must be inT'(M) (resp.,z must not be irl'(A1)).
automaton(SV4-SMHFA) is arSV4-MHFAwhich has only For every inputy, there is at least one computation faf that
one reading head and other counting heads which can ofifjishes either in an accepting state {ife 7'(M/)) or in a
detect whether they are on the boundary symbols or a symbgjecting state (ify ¢ 7'(M)).
in the input alphabet. For eachk>1, let SV4-kHFA denote aseven-way four-
When a four-dimensional input tapeis presented to a four- dimensional k-head finite automaton. In order to represent
dimensional devicé/, M starts in its initial state with all its different kinds of SV4-kHFAs, we use the notatior5V4-
heads onc(1, 1, 1, 1).M acceptsthe input taper if and only XYkKHFA where
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Corollary 3.3. LI[FV3-UFA°] C L[3-UF A°].

(1) X = N : nondeterministic, )
X = SV N : sel f—verifying nondeterministic ; Theorem _3-4-£[FV3'UFAC} - _E_[Fvg'DTMC(m )], and
’ spacem? is necessary and sufficient f&tV'3-DTM¢’'s and
(204 Y =SP: simple, FV3-NTM®s to simulateFV3-UFA’s.
there is noY : non—simple.

Theorem 3.5. L[3-UFA°] ¢ L[FV3-DTM¢(m?)], and

=

spacem? is necessary and sufficient fdrv’3-DTM¢'s to
We denote byL[SV4-XYkHFA the class of sets of input simulate3-UU F A's.

tapes accepted b$V4-XYKHFA.
Let r be a positive integer. A devicé/ described above Remark 3.1. We conjecture that L[3-UFA] C
is r path-boundedif for any input =, there are at most £[FV3-NTM¢(m?)], but we have not completed the
computation paths ofi/ on x[14,33]. We denote am path- proof of this conjecture yet.
bounded SV4-XYkHFAby SV4-XYkHF{), and denote the

class of sets of input tapes accepted3W4-XYKHFA{)'s by  Theorem 3.6. Space m?® is necessary and sufficient for
L[SVA-XYKHFAf)]. FV3-DTM®s to simulateF'V 3-
AFA®s and 3-AF A%'s.

I1l. A REVIEW OF THREE-DIMENSIONAL AUTOMATA

The question of whether processing three-dimensional digpen  Problems  3.1. (i) Is L[3-NTM¢(L(m))]
ital patterns is much more difficult than two-dimensionahcomparable with £[3-UTM¢(L(m))] for any L such
ones is of great interest from the theoretical and practidhiat L(m) = o(logm)?
standpoints. Recently, due to the advances in many applicatéh L[3-DTM(L(m))] <  L[3-NTM¢(L(m))] <
areas such as computer vision, robotics, and so forth, it has Bg3-AT'M¢(L(m))] for any L(m) > logm?
come increasingly apparent that the study of three-dimensional
pattern processing has bgen of crucial importance. Thusj E‘.eThree-Dimensionally Space Constructibility and Space Hi-
research of three-dimensional automata as a computatlogl%{rchy
model of three-dimensional pattern processing has also been . ) .
meaningful. This chapter gives the historical review of various ThiS subsection concerns three-dimensionally space con-

properties of three-dimensional automata before beginning fguctible functions and space complexity hierarchy of three-
main subject of four-dimensional automata [30-32]. dimensional Turing machines whose input tapes are restricted

to cubic ones. First, we summarize two definitions necessary

. . . . for the followi Its.
A. Three-Dimensional Turing Machines or the following results

This subsection observes the properties of three-dimensiopgkinition 3.1. A function L(m): N — R is called

Turing machines [30-32]. three-dimensionally space constructiblé there is a

3-DTM(L(m))¢ M such that for eachm > 1, there

Theorem 3.1.1f L(m) = o(logm), then exists some input tape with /;(z) = ly(z) = l3(z) = m on
L[3-DTM¢(L(m))] C L[3-UTM(L(m))] C which M halt§ after its storage hgad has marked off exactly
L[3-ATM<(L(m))]. the greatest integer cells which is smaller than or equal to

L(m). (In this case, we say that/ constructs the functiod.
Corollary 3.1. L[3-DFA| C L[3-NFA| C £[3-AFAc), " he storage tape.)
Definition 3.2. A function L(m): N — R is called
three-dimensionally fully space constructibif there is a
3-DTM(L(m))¢ M which, for eachm > 1 and for each
input tapex with l;(x) = lo(x) = I3(x) = m, makes use

of exactly the greatest integer cells which is smaller than or
equal toL(m) and halts.

Theorem 3.2.1f (i) L(m) = o(m?), or (i) L(m) > logm and
L(m) = o(m?), then

LIFV3-DTM¢(L(m))] € L[FV3-UTM¢(L(m))] ¢
L[FV3-ATM¢(L(m))], and

LIFV3-UTM¢(L(m))] and LIFV3-NTM¢°(L(m))] are in-
comparable.

Next, we show three-dimensionally fully space con-
structibility and space complexity hierarchies of three-
dimensional Turing machines whose input tapes are restricted
to cubic ones [30].

Corollary 3.2.
() LIFV3-UFA°] C LIFV3-AFA].
(i) LIFV3-UF A°] is incomparable withC[FV3-NF A°].
(i) L[FV3-DFA°] C LIFV3-UFA®].
Theorem 3.3.If (i) L(m) = o(m?), or Th%))renl&?.We consider the following three functions
(i) L(m) > logm and L(m) = o(m?), then log “m = m,
= ' log®)m = log(log*—Ym), for k > 1, and
LIFV3-UTM¢(L(m))] € L[3-UTM(L(m))]. log*m = min{xz|log®m < 1}.
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Then, the functionslog®m (k: any natural number)and to recognizeT..
log*m are three-dimensionally fully space constructible
Theorem 3.13.7, € L[3-NM A,] [45].

Theorem 3.8.For any X € {D, N,U, A}, for any function
L(m): N — R, and for any constant > 0, Theorem 3.14.(i) the necessary and sufficient space fdr 3-

i . _ el . DTM'’s to simulate3-DAM;’s (3-NM;’s) is 2imlegim (2k

L3-XTME(L(m))} = L3-XTM(L(m) + d)] wherek = 12m?). (ii) the necessary and sufficient space for

Theorem 3.9.For any X € {D, N,U, A}, for any function FV3-NTM’s to simulate3-DM;’s (3-NM;’s) is lmloglm
L(m): N - R, and for any constand > 0, (1*m?), wherel(m) is the number of row¢column$ on each

L[3-XTM¢(L(m))] = L[3-XTM¢(dL(m))]. plane of three-dimensional rectangular input tapes

Theorem 3.10.Let L;(m) and Ly(m) be any functions such Theorem 3.15.7. ¢ L[3-NTy] [19].

that

(i) L2(m) is three-dimensionally space constructible, Remark 3.2.[3-N1;| C L[3-AI] for any integerk.

(II) lzmz_,OOLl(ml)/LQ(ml) =0, and

(i) L2(m;)/logm; > k (=1, 2, ...) for some increasing Open Problems 3.3.() T, ¢ L[3-DTM(L(m))] or T, ¢
sequence of natural numbets; and for some constarit > 0. L[3-NTM(L(m))] for L(m) = o(logm)?

Then there exists a s@t in L[3-XTM*¢(Lz(m))], but notin (j) 7, ¢ L3-UL]?

L[3-XTM¢(Ly(m))] for any X € {D, N}. (iii) Is T, accepted by &-DM;?

Theorem 3.11. For any functions L;(m) and Ly(m) :
such that (i) Lo(m) is three-dimensionally space conP: Other Topics
structible, (i) Li(m) = o(L2(m)), there exists a set in In this subsection, we list up other topics and related
L[3-DTM¢(Ly(m))], but not in L[3-NTM¢(Ly(m))]. references about three-dimensional automata.

(i) Properties of special types of three-dimensional Turing ma-
Open Problems 3.2.(i) Are the functionslog®)m (k > 3) chines (leaf-size bounded automata, parallel automata, multi-
and log*m fully space constructible by one-dimensional desounter automata, etc. on three-dimensional tapes) [17, 29,
terministic two-head Turing machines or by two-dimension&0].

deterministic Turing machines with square inputs? (i) Cellular types of three-dimensional automata [10, 11, 39].
(ii) Is there any other unbounded function beléwym which (i) Closure properties [5, 13, 30].
is three-dimensionally fully space constructible? (iv) Recognizability of topological properties [21-23].

(iii) Is there an infinite tight hierarchy fo8-ATM<¢(L(m))'s (v) NP-complete problems [5, 16, 30].
with L(m) > logm?
(iv) Is there an infinite space hierarchy AT M¢(L(m))'s

with L(m) < loglogm? E. Concluding Remarks

In this section, we reviewed historical properties of
three-dimensional automata. Especially, we dealt with three-
dimensional Turing machines, including finite automata, three-
L éﬁ’mensionally space constructibility, recognizability of three-
one of the most fundamental problems in picture proce mensional connected pictures, and so on. We believe that

ing. There have been various results related to this pr ere are many problems about three-dimensional automata to

lem. Especially, to recognize.three—dimensional connecte_dn%i/ﬁle in the future. We hope that this survey will activate the
seems fo be much more difficult than the two-dimension estigation of three- or four-dimensional automata theory.

case, because of intrinsic characteristics of three-dimensional
pictures. This subsection mainly shows the recognizability
of three-dimensional connected tapes by three-dimensional IV. NON-SIMPLE CASE

automata. We use 3-DM(3-N My, 3-N1, 3-Uly, 3-Aly) We first prove a strong separation betweepath-bounded
to denote a three-dimensional determinigtimarker automa- and +1) path-bounded for seven-way four-dimensional mul-
ton (three-dimensional nondeterministiemarker automaton, tihead finite automata.

three-dimensional nondeterministieinkdot automaton, three-

dimensional alternating-inkdot automaton with only univer- Theorem 4.1.For each positive integers>2 and r>1,

sal states, three-dimensional alternatininkdot automaton),

where k > 1 (see [30]). LetT, be the set of all three- LISVA-SVNKHF+1)}-L[SVA-NKHFAQl 7
dimensional connected tapes. It is interesting to investigd®eoof : For each positive integers>2 andr>1, let
how much space is required for three-dimensional Turiri (k, r)={z€{0,1}*) | ¥n>2rb(k)+1 [l (z)=l2(z)=

C. Recognizability of Connected Tapes
The recognition of the connectedness of digital pictures

machines to accef.. For this problem, we have I3(x)=ls(z)=n] A 7 i(0<i<r-1) [Yj(ib(k)+1< j < (i+
Dbk)) [l * * j1=2 [6 * * 2ri(k)-j+1] A 3z€{0,1}"
Theorem 3.12.(i) T, € L[3-AF A¢]. [z[*, *, 2rb(k)+1]=0°1z (the string of the symbols forms a line

(i) logm space is necessary and sufficient 8V 3-ATM’s  from the first column to the last column in ther{2k)+1)th
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three-dimensionatectangular array of: and from the first Proof : For each positive integer >2, let To(k)={x

row to the last row in a column one after another)]]}, where{0,1}% | 3n>4p(k) [l1(z)=la(x)=l3(z)=l4(x)=n] A
b(k)=,C> (see Fig.3.). To prove the theorem, it suffices t8i (0<i<1) 5 (ib(k)+1<j<(@+L)b(k)) [x[*, *,%,7] #
show that for eachk>2 andr>1, (1) Ti(k, r+1)eL[SV4- x[x,*,*, 4)k)—j+1]}, whereb(k)=,C> (see Fig.4.). Then, we
SVNKHFA(#1)], and (2)T} (k, r+1)¢L[SVA-NKHFAr)]. First have Ty (k)e L[SVA-NKHFA2)]-L[SV4-SVNKHFA Then, by

of all we prove Past (1) of the theorenT(k, r+1) is using the same idea as in [11,12], we can get the desired
accepted by asV4-SVNKHFA{+1) M which acts as follows. result. |
Suppose that an input tapewith [ (x)=lx(x)=l3(x)=l4(x)=n

(n>2(r+1)b(k)+1) is presented td/. First, M nondetermin-

istically guesses some(0<i<r) and checks whethet[*, x, The 2nd axs iffrent patterns
x, 7] and x[x, *, %, 2(r+1)b(k)-j+1] are identical for each VRN
j (ib(k)+1<j<(i+1)b(k)). This check can easily be done by Thetstais /)

using a well-known technique in [12]. H[x, *, *, j]# x[*,

x, %, 2(r+1)b(k)-j+1] for somej (ib(k)+1<j<(i+1)b(k)) and
x[*, *, *, 2(r+1)Kk)+1]=0'1z (the string of the symbols
forms a line from the first column to the last column in
the (2¢+1)b(k)+1)th three-dimensional rectangular arrayzof
and from the first row to the last row in a column one after
another) for some<{0, 1}*, then M enters a rejecting state.
If o[+, *, %, 2(r+1)b(k)+1]#£0'1z (the string of the symbols
forms a line from the first column to the last column in
the (2¢+1)b(k)+1)th three-dimensional rectangular array of _
= and from the first row to the last row in a column on&'9-4 A t@peinTa(k).

after another) for someec{0, 1}, M enters a neutral state,

whether or notc[+, *, *, jl=x[*, *, *, 2(r+1)b(k)-j+1] for From Theorems 4.1 and 4.2, we have the following corol-
eachj (ib(k)+1<;j<(i+1)b(k)). It is obvious thatM accepts lary:

Ti(k, r+1). On the other hand, by using a standard technique

in [9, 10], we can get Part (2) of the theorem. Corollary 4.2. For each positive integers k>and r>2,

1) L£[SV4-SVNKH +£[SV4-NkHFﬁ
% §8V4—SVNkH )< LISVA-Nk

FA()], and
SV4-SVNKHFA+1)] and E[SV4-’$%‘|FAT)] are in-
comparable.

The 3rd axis

4b(K)—j+1) th
The 4th axis

n

The 2nd axis same patterns
Y N

The 1st axis

V. SIMPLE CASE

This section first prove a strong separation betwegath-
bounded andr+1) path-bounded machines for the seven-way
The 4th axis simple case.

The 3rd axis

@rb(k)—j+1D th

(0 of i pieces)

Theorem 5.1.For each positive integers k>and r>1,
L[SV4-SVNSPKHRA+1)]-L[SV4-NSPKkHFHX)]=¢.

proof : For each positive integers>2 andr> 1, let

Ts(k, 7)= {xc{0, 1}¥) | In>max{2r+1, k} [I1(z)=

lo(x) =l3(x)=l4(x)=n] A [[(the 1st three-dimensional rectan-
Fig. 3. A tape inTy(k,7). gular array ofz has exactlyk 1's) A xz[*, *, *, 1]=z[*, =,

s, 1+] A 32€{0, 1* [z[*, *, %, 2r+1]=01z (the string of
the symbols forms a line from the first column to the last
column in the (2#1)th three-dimensional rectangular array
and from the first row to the last row in a column one after
anothen)]]Vv [(the 2ndthree-dimensional rectangular arrayxof
has exactlye 1's) A z[*, *, *, 2]=2[*, *, *, 2+] A Z2€{0, 1}*
[z[*, *, *, 2r+1]=0%1z (the string of the symbols forms a line
LI[SVA-XKHFAr)C L[SV4-XKHFAr+1)]. from the first column to the last column in the th three-
ndimensional rectangular array and from the first row to the last
rgw in a column one after another)j]- - - v [(the rth three-
dimensional rectangular array afhas exactlyk 1's) A x[,

x, %, r]=x[*, *, *, 2r] A EIZE{O, 1V [x[*, *, %, 2r+1]=0"1z
L[SVA-NKHFA2)]-L[SV4-SVNKHFR ¢ (the string of the symbols forms a line from the first column to

62

From Theorem 4.1, we have the following corollary :

Corollary 4.1. For each Xe{N SV N}, and for each positive
integers k>2 and r >1,

We next show a strong separation between self-verifyi
nondeterminism and nondeterminism.
Theorem 4.2.For each positive integer k>2.
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the last column in the (2+1)th three-dimensional rectangulamondeterminism and self-verifying nondeterminism for seven-
array and from the first row to the last row in a column onway four-dimensional (simple) multihead finite automata with
after another) ]]]}. By using the same technique as in the proibie number of computation paths restricted.

of Theorem 5.1 in [12], we can get the desired result. O It is interesting to investigate a hierarchy based on the de-
gree of nondeterminism for eight-way four-dimensional multi-
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