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predictive monitoring tools addressing specific real world
Abstract—The proposal presented in the paper concerns problems.
general environment for probabilistic predictive monitoring. More The concept of prediction considered in the paper,
precisely, the paper is conceptually subdivided in three parts. TBgnressed in an intuitive and brief way, refers to the following
first part presents the theoretical model underlying the proposal. %Qenario. Let us suppose there is a population of subjects, for

particular, the model is turn presented as a hierarchy of three le: hi h . desired
conceptual levels. The first conceptual level is represented by a sefgpmple: persons, machines, etc. There is an event E, desire

basic concepts and definitions. This first level is used like a platforff Undesired, that can happen to everyone of the subjects. For
on which the second conceptual level, represented by the definitiexample, if subjects are persons an undesired event might be
of time-slices based causal network, is built. This second level is, first cardiac infarct”. The probability of E occurrence is, in

turn, a platform on which the third conceptual level, represented B)éneral, affected by both the mere aging of a subject and the

the definition of probabilistic network, is built. This last level . S . . .
contains the mathematical foundations of the model and definesc%nteXtS’ .e. the conditions, in which a subject ages (for

general probabilistic prediction algorithm that can be applied to reg}(ampylle, a person who smokes ages in the context: “cigarette
world problems in heterogeneous domains. The second part of ff80ke”). Let us suppose that a domain expert monitors
paper presents a general predictive monitoring tool in which tifeonsidering certain aspects as, for example, state of health,

predictive algorithm, defined in the fiI’S'[. part, iS. embeddgd. Sinqj.egree of performance, etc.) each subject, not necessarily at
such a general tool needs to be equipped with specific dom@ignstant time intervals. During a monitor session of a subject

knowledge in order to be usefully applied to real world problems, tRe o o et hynothesizes that the future time of X elapses in
third part of the paper presents a general environment in which users

can easily build, use and administer specific predictive monitoririgff@in contexts and, as a consequence, wants to know the
tools equipped with proper domain knowledge related to speciffobability that E occurs to X in the future. The idea of the
application fields. proposal is that such a goal can be reached by exploiting

statistical information collected by all the subjects whose

Keywords—Computer applications, Knowledge engineeringhistory is equal to the history X would have in the simulated
Decision support systems, Predictive monitoring. future.

I. INTRODUCTION

HE possibility of getting early warnings before an A. Paper organization

undesired event may occur has always been VeryThe paper is conceptually structured in three parts. The first
appealing. Let us think, for example, of prevention of high riskart, sections I, I, 1V, presents the theoretical model
events for health, or serious faults or anomalies of costly aHaderlying the proposal. In particular, such presentation is
strategic industrial equipments or plants. Similarly, th&tructured in three conceptual levels: basic concepts and
possibility of getting predictions about the occurrence of @efinitions (sect. 1l), time-slices based causal network (sect.
desired event is useful for taking suitable measures in order!tg. Probabilistic network (sect. 1V). The result of this first
favor the event occurrence. Let us think, for example, @rt is the definition of a general probabilistic predictions
passing an exam or reaching a certain athletic performance?/gorithm. The second part (sect. V) presents a general
the sport field. The proposal considers predictive monitoririgf€dictive monitoring tool that uses the predictive algorithm,
applied to both preventing undesired events and favouriﬁlgﬁned in the first part. Section VI illustrates a simulated-case
desired events. study in order to better explain how the general predictive
The proposal presented in the paper concerns both a genBapitoring tool works. The third part (sect. VII) presents a
probabilistic model for producing predictions and a genergpneral environment for probabilistic predictive monitoring in
predictive monitoring tool embedded in a general environmeich  users can easily build, use and administer specific

for building, using and administering specific probabilistid®robabilistic predictive monitoring tools oriented to specific
application fields. Section VIII concerns related work and
discussion and finally section IX draws some conclusions.
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Il. BASIC CONCEPTS AND DEFINITIONS respect to the context “Cigarette smoke” and regarding the
This section presents the set of the basic concepts disge interval (of 40 years) between the age of 20 years and the

definitions that will be used throughout the paper for building9€ of 60 years, is_give“n_by'czggO,so: (s1.5, 52.25, s3.10). In
the theoretical model that constitutes the proposal. general, let us define “history segment of a subject X with
respect to a context C and regarding the time interval between

the age Al and the age A2” the sequenea, = (stl.n,
A. Definition 1 [Basic scenario] st2.m, st3.q, ...), where st1, st2, st3 stand for possible states of
Let us consider a population of subjects (human beings, and n+ m+q+ ... AT = A2 — Al. As for A2, it is the age
machines, etc.). For example, let us think of a population of the subject at the time of the current session. As for A1, it is
mail persons. The subjects of the population are monitored ®yin case the current session is the first one, the age of the
a domain expert through monitoring sessions. It is not requiredbject at the time of the last session in case the current
that monitoring sessions are separated by constant tigwssion is not the first one. Let us notice that there might be
intervals. Let us suppose that there is an ekefuindesired or some contexts for which the initial state remains constant in
desired) that may happen or not to each subject of ttime. This is the case, for example, of the context “Genetic
population. For example, for a population of mail persons theedisposition”. If, on the basis of historical family-anamnesis,
event E might be represented by “First cardiac infarct”. The subject X is considered to have genetic predisposition to
event E is represented by a variable with two values (or statasjrdiac infarct, then during the first monitoring session of X
“occurred”, “not-occurred”. the context “Genetic predisposition” is instantiated to the state
“yes” and such state keeps constant in time (there is no reason

B. Definition 2 [Context] to change it in the future).

The probability that E occurs to a subject may be affected
by both the mere aging of the subject and the contexts (i.eE. Definition 5 [History of a subject]
conditions) C1, C2, ... in which the subject ages. For example,Given a subject X and a context C, let us call “history of a
a smoker is a subject that ages in the context “Cigarefigbject X with respect to a context C and regarding the age
smoke”. Ageing in this context increases the probability o&”, and let us denote with %, , the whole chain of all the
having the first cardiac infarct. history segments of X with respect to C, from the birth to the
age A. For example, given the history segments aXa2 =
s (sl.nl, s2.m1l), ¥ a2a3 = (S2.n2, s3.m2), where (A2 — Al) +
C. Definition 3 [Context state':] . (A3 — A2) = A, let us define “history of X with respect to C1
A context C has a set of possible states s1, s2, ..., just “kﬁr?d regarding the age A” the union (in temporal sequence) of

variable has a set of possible values. The set of possible staleshe history segments of X with respect to C1, thatdgae

of Cis de_not_ed by_ C={sl, s2, ..}, and C=sl means: 't 1.n1, s2.m1, s2.n2, s3.m2). Let us suppose, for example, that
context C is instantiated to the state s1”. For example, t

“ : _ o . "the subject X is 70 and, regarding the context “Cigarette
context “Genetic predisposition” might have two states Y€Smoke” (C1), he/she has spent his/her life in the following

(s1), “no” (s2), Wh?reas the context ‘Cigarette srpoke” In'gl%a . The first time intervaAT1 of 20 years (from the birth to
have thref-z states: “yes l{’nder :EO c"|garettes a day” (s1), “yesyj age of 20) has elapsed without smoking, i@ .o¥o= (s3).
or more cigarettes a day” (s2), "no” (s3). The second time intervadT2 of 40 years (between the age of
20 and the age of 60) has elapsed according to the history
D. Definition 4 [History-segment of a subject] segment above defined, i.e. c%060 = (1.5, s2.25, s3.10).
Given a context, say C1, it is reasonably to consider tfd¥ third time intervahT3 of 10 years (between the age of 60
possibility that a subject elapses a time intental under the 2nd the age of 70) has elapsed in state “no” for the first 5 years
state s1, and subsequently a time intent@l under the state and in state “yes under 10 cigarettes a day” for the remaining 5
s2, etc. For short, let us adopt the following dot notation: s1YfarS: SO that & eo,70= (3.5, s1.5). On the basis of these 3
to represent the fact that a subject has elapsed a time inteRJ&[0Ty Segments let us build the history of the subject X with
of n time units with C1=s1. Let us consider for example tH&SPeCt to the context C1 = "Cigarette smoke” and regarding
context Cl= "Cigarette smoke”, with time unit = yearth® @9 A =70 yearsiXzo= (Xc020, Xc12060, Xcrgo70) =
Referring to the context C1, let us suppose that a subject ()'32";.'20, s1.5, 52.25, s3.10, s3.5, s1.5). Let us notice thaF inside
who is 60, has spent the segmaitof his/her life between 20 & history there might be some sub-sequences that might be
and 60 yearsAT = 40 years) in the following way. For 5 yearscompacted. For example, the sub-sequence “s3.10, s3.5"
he/she had been smoking less than 10 cigarettes a day, thedf¥gjcates that after a period of 10 years in state s3, there is a
25 years he/she had been smoking more than 10 cigarettd®40d Of 5 years in the same state s3. This is equivalent to
day, then he/she decided to stop smoking. Given the abdRSider a single period of 15 years in state s3. We can
definition of the 3 states of the context C1, the formdperefore say that s = (s3.20, s1.5, s2.25, s3.15, s1.5).

representation of such a history segment of the life of X wiffoviously another subject, say Y, that is 70, might have a
different history with respect to C1. For examplesy ¥ =
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(s3.25, s1.15, s3.15, s1.15). predisposition”, indicates that the subject does not have any
genetic predisposition, with respect to “Obesity”, shows that

F. Definition 6 [History variable] the subject is obese since he/she is 50.

Given a context C, let us define the history variabley HC
that represents “History with respect to the context C and H. Definition 8 [Counter variable]
regarding the age A”. The set of values of HE defined by At each subject age the model collects profiles regarding
the histories of the single subjects with respect to C artbat age. Subjects give their contributions by adding their
regarding the age A. More formally, HG {Xc a, Yc A, Zca profiles. Let us distinguish between the case in which the
, ... }, where X, Y, Z, ... are the subjects of the populationprofile is added under the condition E = not-occurred (for
For example, let us consider agairt; %= (s3.20, s1.5, s2.25, short ) from the case in which the profile is added under the
s315, s1.5). Another subject Y might add the histogy = condition E = occurred (for short,E For example, it might
(s3.25, s1.15, s3.15, s1.15) so that G {Xc170, Yc1,7¢ = happen that when a subject adds the related profile the event E
{(s3.20, s1.5, s2.25, s3.15, s1.5) , (s3.25, s1.15, s3.15, s1.1B3s not occurred yet. In this case the subject adds the profile
The concept of history variable allows to consider historiasder the condition [E. Vice versa, it might happen that the
regarding a context C and an age A, independently from tpheofile is added under the condition, E Given these
subject the history belongs to. considerations let us associate to a profile ptefo counter
variables:E.profy and Eprof, . The variable fprof, contains
— ' the number of subjects that have added their profiles, related to
G. Definition 7 [Profile] o _y .

age A, under the condition, E Similarly, the variable fprofa

Let SC = {C1, C2, ..., CN} be the set of contexts that argyains the number of subjects that have added their profiles,

considered. Let HGlL HCZ,, ..., HCN. be the set of the g|5teq to age A, under the conditiop .EFor example, if the
related history variables regarding age A. A set of values @fpiects 7 and X, at the age of 70 years, have the same profile
these h|stor¥ var!ables, i.e. {Hg;ﬂ(....), HCZ(...), ..., profs, under the condition £ then Eprofy = 2, and Eprofy,
HCNa=(...)}, is said to be a profile with respect to SC and. o
regarding the age A and is denoted by ggaf for short: prof Figure 1 shows how profiles are stored in model memory.
Age HC1 HC2 HC3 ypEof E.prof
61 (s3.40, s1.21) (sl.61) (s2.61) 2 113
61  (s3.20, s1.5, s2.25, 6 (s2.40, s1.21) 3 124
s3.10, s1.1)
62 (s3.20, 1.5, 52.25, (52.62) (s2.40, 51.22) 4 117
s3.10, s1.2)

62 (s3.30, s1.10, s2.22) (s1.62) (s2.50, s1.12) 5 87

Fig. 1 An example of how profiles are stored in model memory. In the example only three contexts are considered.
For each age there is a sub-set of profiles. Given a row, the set of values of HC1, HC2, HC3 related to that
row constitutes a profile.

In general, for an age A we have a set of profiles. The symbol

profy denotes a single profile among the set of profiles related

to age A. For example, beside “Cigarette smoke” (C1) let us [ll.  TIME-SLICES BASED CAUSAL NETWORK

consider two other contexts: “Genetic predisposition” (C2) and ca|culating  probabilistic  predictions  requires  time

“Obesity” (C3). Let {yes” (s1) , “no” (s2)} be the set of statesmodelling. In fact in real life, time elapses in a continuous
for both C2 and C3. Given A = 70 years, we can write;prof \yay but in the model we get time to elapse in a discrete way,

{HCI;o =(s3.20, s1.5, s2.25, s3.15, s1.5), HC2(s2.70), that is as a sequence of time-slices: time-slice 1, time-slice 2,
HC3;0=(s2.50, s1.20)} to denote a profile in the set of profileg;c.

regarding age 70. Such a profile represents the case of a
subject that, with respect to “Cigarette smoke”, has a history
given by X170 (See above in def. 5), with respect to “Genetic
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A. Time-slices subject X has elapsed the fitst of life in state C1l=s1, and
Let us consider different possible time units used to exprdéen the secontli of life in state C1=s2, then the values of
the age of a subjects: “year”, “month”, “week”, “day”. TheHCli and HC} are (s1.1) and (s1.1, s2.1) respectively.
choice of the right time unit depends on the type of
application. Among the four time units, l&i1 be the one  Feature5.
suitable for a given application. The time-slice concept used inlf in the real world, E occurs to X in the course of thef
the model has the following features. life i, in the model E occurs to X in the time-slice tsi, and such
occurrence is carried out by assigningdecurred.
Feature 1.
The time interval of onetu in the real world, gets Feature6.
concentrated in a single point in the model: the related time-Let us suppose that E occurs to X in the course ofutoé
slice. For examp|e, the time interval of the finstof life gets life n. If in the first part of theu of life n (le the pal't of the tu
concentrated in time-slice 1. For short, let time-slice i b@f life n before E occurrence) a context C is in state st, then let
denoted by tsi (e.g. time-slice 1 is denoted by ts1, time-sliceg assume that X has spent the wholef life n with C=st (it

by ts2, etc.) is an approximation). For example, let us suppose that E
occurs to X in the course of the year of life 1. If during the part
Feature 2 of the first year of life before E occurrence, C1 is in state s1,

Each subject age has associated the related time-slice: (alt@n let us perform, in ts1, the assignment: HE(s1.1).
1tu) < tsl, (age= 2u) < ts2, etc.

REAL WORLD
Yeat Year Year3
(the first year of life) (the secgedr of life) (the third year of life)
is elapsing. is elapsing. is elapsing.
Subject age&years Subject agd year Subject age2years
0] 1 2 3 >
1 T real time
E=y
Cl=sl Cl=s2 | current session
birth birthdhy birthda/ birthd&y
first birthday) (second birthday) (third birthday)
MODEL > ' >
time-slitesl time-sli& ts2 time-sliG ts3
HE(s1.1) H&4(s1.1,s2.1)
l:E] 2:5/
Fig. 2 An application example of the time-slice concept.
Figure 2 illustrates the concept of time-slice. Let us
Feature 3. comment it. Let X be a subject ahd= year. Let us suppose
Each time slice collects the event variable E and the histdhat C1 is the only context being considered. The interval time
variables HC1, HC2, ... So in tsl there aggHEC1, HC2, ... defined, in the real world, by the first year of life is
in ts2 there are £HC1,, HC2, ... and so forth. concentrated, in the model, in a single point: the time-slice
tsl, the second year of life is concentrated in ts2, etc. In the
Feature 4. real world we have that the current monitoring session is

A value of a history variable in a time-slice tsi, i.e. a valueccurring during the third year of life of X, and since X is 2
of HG , represents the history of a subject, with respect to tirears old we have to do with the time-slices ts1 and ts2. In the
context C, from the birth to the time-slice tsi. For example, if aession the expert acquires the following facts: 1) X spends the
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first year of life with CT1=s1; 2) in the course of the seconthe probability distribution on the states of E is constant in
year of life the event E occurs to X; 3) the part of the secortine. It may vary due to the only fact that time elapses. For
year of life before E occurrence, elapses with C1=s2. Suctegample, the probability of the first cardiac infarct may be
situation is represented in the model by: {H#(&1.1), E=n} affected by the age of the subject. In general, given two time-
in tsl; {HGC=(s1.1,s2.1), EV} in ts2. Let us now suppose slices: a present one (tsi) and a future one (tsj), we can state
that: 1) E occurs to X between the second birthday and ttiet it might be that P(Ey) # P(E=y) for the only reason that
time of the current session; 2) C1 = s2 for all the second yearinterval time corresponding to tsj — tsi has elapsed. Let such
and during the interval between the second birthday and thesituation be represented by a mere causal chain whose
time of E occurrence. Such a situation is represented in tthefinition has the following components.

model by: {HG=(s1.1), E=n} in ts1; {HC,=(s1.1,s2.1), En}

ints2 ; {HG=(s1.1,s2.2), E=y} in ts3. Component 1.
The E variables E, E.; ,..., B, that are present in the
When, for a subject, it happens that at a certain time-slice tespective time-slices tsi, tsi+1, ..., tsj, become nodes of the

the expert sets;E “occurred”, then that subject is no longerchain (E nodes).

monitored. For example, if a subject X has his/her first cardiac

infarct at the age of 61 (i.e. during his/her sixty second year ofComponent 2.

life), the expert, during the session related to age 62 (i.e. theE nodes are connected by causal links>EE,; > ... > E
session corresponding to the time-slice 62) enteys =E£

occurred. After this session the subject is no longer monitored.Component 3.

The fact that after E occurrence the subject is no longerLinks connecting E nodes represent time elapsing. For this
monitored, has the following important implication. For eacheason they are called temporal links.

time-slice i (where & 2) we are sure that the profiles stored in

the model have been entered or updated with the implicit factLet us recall what has been stated above (sect. 2, definition

E;.;=not-occurred. 2): “the occurrence probability of E for a subject may be
By using the concept of time-slice let us define, in the nezffected by both the mere aging of the subject and the contexts
sub-section, the concept of time-slices based causal networkC1, C2, ... in which the subject ages”. For example, the value

of P(E=y) may be affected by both the fact that the interval

HC1, HC2 ... HCN; HC1.; HC2.; ... HCNyy Hc1+2/Hc:2+‘/HCN+2 ...... HC1,, HC2, ... HCN,
E. — T E > E. > B > .. — E,

Fig. 3. The structure of the causal network used to produce predictions. The time-slice i-1 (i.e. age i-1) relates to the
age of the subject at the time of the present session. The time-slice i (i.e.za8g iglgtes to the first future age of
the subject. The time-slice m (i.e. age m) relates to the last future age. The arrows connecting E nodes represent
temporal links. The nodes in bold are instantiated: the set of nodes.H@CN are instantiated by a profile prof
, etc. The probability values of the E nodes in italic are to be calculated.

time between the birth and the age related to tsj has elapsed,
- ) o and the fact that such time has elapsed in the context-states
Let us call “probability of E occurrence at time-slice j” thesequence defined by the values of HOHC3Z , ... . We are so

probability that the expert has to assign E=occurred in imgzompted to enrich the causal chain by adding the following
slice j. Such a probability is denoted by P{&curred). For components.

short let us adopt the following abbreviations: E=n stands for
E= not-occurred, whereas E=y stands for E= occurred. If atComponent4.

present we are in time-slice i with=8, the ultimate purpose  The history variables that are present in the time-slices

of the model is to calculate the values of jRyfEfor each j > pocome nodes of the network (HC nodes).
i. In general, for many real world domains, we are not sure that

B. Time-slices based causal network
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Component 5. A. Conditioned probability based reasoning: evidence-
In each time-slice, HC nodes are connected to the E nodepodpagation based approach
the same time-slice by causal links. For example, in tsj weet us define the following theorem characterized by the
have: HC1- E; HCZ 2F; ... fact that it uses evidence-propagation rules in a causal
network. Let EBprofs, and Eprof, be two counter variables
Puting all the components together we get a causal netwokelated to time-slice A) containing the numbers of subjects

The causal network that is used by the model for producipgth profile prof, under the conditions E=n and E=y
predictions is illustrated in Figure 3. respectively.

Theorem 1[reasoning based on evidence-propagation]
IV. PROBABILISTIC NETWORK
Given two events: A, B, where B causes A, the probability X B = Y| E_; =n,
of A occurrence gondmoned to B occurrence, for s_hort theqC 1,,HCN. ,...HC1,...,HCN,)
probability of A given B, denoted by P(A|B), is defined as

P(AB
P(A|B) - P(AB) From this definition we get the so- =
P(B)
called Product Rule R A BOR(B) = P(AB). Lo if k=i
The concept of conditioned probability needs to be -
embedded in a suitable conceptual structure in order to bdy [L— X, )+ X, if i<ksm

actually useful when facing real world problems. This section
illustrates both how the concept of conditioned probability is
embedded in the conceptual structure of the time-slices baddere
causal network, and the mathematical foundation of the model.

Let us consider the causal network of Figure 3 and let us1) E. prof
enrich it with the concept of conditioned probability in the L, = y K
following way. Let us establish that a causal relation lik& B E, prof, + E, prof,

A (B causes A) has associated a quantitative aspect: the value

of P(A|B), value that represents the strength of the caudiere prof represents the profile instantiating the set of
relation. A causal network enriched by such quantitative aspdigtory variables HGJ...,HCN, related to time-slice k (i.e.
is called probabilistic causal network (for short: probabilisti@%® K)

network). The probabilistic network of Figure 3 is

automatically created by the model (when the expert requiresz)

prediction), and instantiated to the future ages for which it is

possible to simulate the future. For each future age the related X<—1 = P(Ek—l =y |Ei—1 =n 'HC]'F""’HCNk—l)
history variables are automatically instantiated with the

simulated profile produced for that age. The instantiated that is: % is the prediction value calculated for the time-
network is so ready for the algorithm of probability calculusslice k-1.

but a question arises: how can such a network be used to

produce predictions? If i-1 (where i2) is the time-slice of the ~ Proof

present time, probabilistic predictions consist in calculatindg€t us premise the following considerations.

for each future time-slice k, where ik < m, the value of For each profile pref(2 < i < k < m) it can be stated the
implicit fact
F{ E( = yl Ei—]_ = n1
HC 1,.HCN, ,..HC1,...,.HCN,) B, =n

In order to be able to calculate the value of such G@iven that, by adopting the Frequency Probability definition, it

probability we have to accomplish some probabilisti€an be stated that

reasoning. The following section illustrates two different but

equivalent approaches to such a probabilistic reasoning: the P(Ek =Y |Ek—1 =n 'HCJk""HCNk) =L

evidence-propagation based approach, and the global joint

probability table based approach. Obviously it has to be intended as an empirical probability
value approximating the theoretical probability value,
approximation that is as smaller as greater the sum
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E, prof, + E prof, s

Given this premise, let us enter the theorem proof.
Let us consider first the case of k = i.
If k=i we have

P(E = y|E, =n,HC1,..HCN))
but this is just L

Let us now consider the case i<hn.
For short let us use the symbol A to denote the sequence:

E_,=nHC1,. HCN,..HC],.. HCN,

It can be stated that

P(E = ylA) =

RE=Y E,=nAMPE.=n|A)+ (1)
RE= ME,= YAIP(E_,=Y|lA

In fact:

1) by applying the product rule we have

HE=YE,=nAMNPE,=n|A)=
RE=YE.=nlA
and similarly
HE=YE,=YAPE,=YIA=
RE=YE.=YIA

2) since the two joint events &/, E.,=n) and (=Y, E.1=Y)

P(E = Y|E, =nHC],..,HCN,) =

P(Ek = ylEk—l =n,

E_,=nHC1,.,HCN,)O ()
P(Ek—lz nlE—lzn,HC]r,...,HCNk)+ (3)
P(EKZY|EK_1:y, @

E_,=nHC1,.,HCN,)O

P(E., = y|E, = nHC1,.,HCN,) (5)
Let us consider the (2). Every causal path connecting the nodes
E.., HC) ,..., HCN,..., HC1,..., HCN; to the node Eis

a serial structure in which g is the last but one node. Since
E«: is instantiated to a state (i.e. the state n), each of its
artecedents (that is the nodes EHC], ,..., HCN,;) does not
affect B so they can be neglected (it is the so-called
“evidence-propagation rule for serial structures”) and therefore
the (2) is equivalent to

P(E = y|E_ =n,HC],..HCN,)

whichis Ly

Let us consider the (3). The value of the (3) is
complementary to the value of the (5).

Let us consider the (4). The value of the (4) is 1. In fact if
E...=y, then E=y independently of the combination of context
states in session k: if when we are in time-slice k-1 we know

are mutually exclusive, on the basis of the addition axiom wkat E has occurred, then the knowledge of that fact does not

have:

RE=YE,=nA+PE=Yy,E,=Y|A)=
R E= YE.= 1 AORE =Yy, E,=Y[A)

3) since the set of states {EEn , E.=y} is exhaustive, we
have:

ROE= yE.= n AORE =Yy,E, =Y|A)=
P(E = y[A)

change for all the subsequent time-slices.

Finally let us consider the (5). The nodes EHCY ,...,
HCNy are all direct causes of the nodg (Ehere is a causal
structure converging tot Since k is not instantiated to any
of its states, its causes are all independent (it is the so-called
“evidence-propagation rule for converging structure”).
Therefore the nodes HEL.., HCN, does not affect & , and
as a consequence they can be neglected. The ultimate
consequence is that the (5) is equivalent to

P(E4 = y[E,=nHCL,.,HCN,) (6)

But the value of the (6) is the prediction value calculated for

On the basis of these considerations let us rewrite the (1) &Sqion k-1.

follows (for short the sequence HGL1.., HCN, ..., HC%,

..., HCN is represented by HE1..., HCN):
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P(& = y|E,=nHCL,. ,HCN,) =
Ly m-_xk—l)"'xk—l

where X.; stands for the prediction value calculated for

Theorem 2[reasoning based on global joint probability-table]

session k-1.
In conclusion: PE =YylE,=n,
E =y|E, =n, HC 1,.HCN,,..HCJ,..,HCN,) =
HC 1,.HCN, ,...HC1,...,HCN,) L, 0@ L, 0@ L, )OO~ L) -L) +
_ L -L.,)0.0-L,,)0m|-L)+
L flc L [0-L)+
L LA X)) + X, ifi<k<m L

End of proof [Theorem 1] where L; (where j is such that:d j < k), is given by

__ Eprof

' E, prof; + E, prof,
B. Conditioned probability based reasoning: global joint
probability-table based approach where prof represents the profile instantiating the set of
We know that from the global joint probability table of ahistory variables HGL..,HCN, related to time-slice j (i.e. age
network we can calculate the probability values of all thi)
nodes of the network. Such a joint probability table can be
built by applying the so-called Chain Rule. The Chain Rule, Proof

which is an application of the Product Rule, is defined as: ~ For short, the sequence HCL1..., HCN, ..., HCX , ...,
HCNy is represented by HC1..., HCN, . Before entering the

n reasoning of the proof let us define the following five general
F('%"%\):rll RA[ pa(A)) rules:
1=
where pa(#) stands for “direct parents of’A RULE ) Given that P(R=n)=1, and the symbols HC1..,
Let us look at Figure 3 again and let us build the followin§!CN« denote context instantiations (that is H@feans HC1
theorem (Theorem 2) for calculating the value of = st, etc.) we have that: P(HFAL ,..., P(HCN)=1. As a
consequence:
RE=YlE.=n, R(E, = NOP(HC1)O.LP(HCN, ) =1

HC 1,.HCN, ,...HC1,....HCN,)
Theorem 2, based on Chain Rule application, defines a gend?&ILE 2 Given a time-slice j ¢ 2) it can be stated that:

algorithm, that is equivalent to the one defined in Theorem 1.
P(Ej =y |Ej_1 =n ,HCJT ,...,HCN].) = Lj

RULE 3 On the basis of Rule 2 it can be stated that:

P(EJ =n IEJ,_1 =n ,HC]]. ,...,HCNJ-): a- Lj)
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RE= %E.=n..E=nE,=n

RULE 4) As already noticed, if &=y, then E=y HC1,...,HCN,) =
independently of the combination of context states. As a P(E =y|E_,=nHCL,...,HCN,)O

consequence:
P(E.,=n|E_,=nHC]_,...HCN, )0
P(EJ. =y |Ej_1 =y HC ]] ,...,HCNJ. )=1 P(E.,=n|E_;=nHCL_,,...HCN,_,)O
RULE 5 On the basis of Rule 4 it can be stated that: P(E,=n|E=nHC1,,.,HCN,)O
P(E=n|E,=n,HC1,..,HCN,) O
P(Ei =n |Ej_1 = y,HCJT ,...,HCNJ.) =0 R E, = NOP(HCL,)O.CP(HCN, )
Let us now enter the proof. By applying rules 1, 2, 3 the first addendum becomes:
The proof is defined by an algorithm structured in three basic
sequential steps. RE=YyE,=nE_,=n..,E =n
STEP 1)Let us consider the global joint probability table of E,=nHC]..., HCNk) =
the network in Figure 3. The value of L O0@-L,,)0@ L ,)0.001-L,,)0-L)
P(& = y|E., =nHCL,.. . HCN,) Let us now consider the second addendum. By applying the

. . Chain Rule and then rules 1, 2, 3, 4, we get:
is calculated by adding the values of all the table rows

containing E, =y and E_ =n,HC1,...,HCN, . RE=VyE,=VE_=n,..,
In more formal terms: E_, =nHCL,.,HCN,) =
P(E = y|E_, =nHC1,. ,HCN,) = Lo 0@ L, )0L.OL- Ly, ) M- L)
P(E, =Y, And so forth for the remaining addenda.
Eu=nE,=nEs;=n..,E=n,
E,=n ,HC].T,_,_, HCNk) + STEP 3)Let us sum the results obtained by applying the chain
P(E, =y Rule and then the above five rules. At the end we get:
k — Y
E.= YE,=nE,=n..E=n, PE =ylE,=n,
E,=nHCL,.,HCN,)+ HC 1,.HCN, ,..HC1,...,HCN,) =

L, 00 Ly, )0 L, )00 L) 00— L) +
L. 00 L ,)u.0d-L,,)[-L)+

Let us notice that the number of addenda ' .2In fact

between E and E, there are the k-i E nodesi E E., ..., L, l-L)+

E.., E . Such nodes are not instantiated and since each of i+l i

them has two states {n, y}, the number of possible L,

combinations for the set of states of these node'is &s a

consequence we havé'zaddenda. End of proof [Theorem 2]

Let us notice the equivalence between the two algorithms
STEP 2) Let us apply the Chain Rule to each addendum. Let Héﬂned by the two theorems respective|y'
consider the first addendum. We get:
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For example, let us suppose that k = i+2. By applying threapsed for X? If E has occurred to X, then the model memory

algorithm of Theorem 2 we have: is updated on the basis of the entered facts. Vice versa, if E has
not occurred to X, the expert can ask the model for predictions
|:>(E+2 = y||;_r_1 = n’PC]r""’PCNHZ) = about the probability that E occurs to X in the future. Then

before the session ends the model memory is updated on the
Lisa - I-i+1)(:|'_ I-i) + basis of the entered facts. More formally, the basic algorithm
L @a- Li) + is the following.
L Beginning of the current session

ACQUIRE SUBJECT DATA
By applying the algorithm of Theorem 1 with k=i+2 we have: If E has not occurred to Xhen
While the expert has not yet clicked on “Session end”
SIMULATE THE FUTURE AND

P(E.,= Y|E,=nPC1,.,PCN,,,) = PRODUCE PREDICTIONS
) 1-X..)+ X. End of While
Lo B2 Xi) + Xiy UPDATE MODEL MEMORY
where End of If

If E has occurred to Xthen
UPDATE MODEL MEMORY
X = L M-X)+ X End of If
End of the current session
where
The following sub-sections illustrate the algorithm in a deeper

X =L way.

We can notice that even if the two results appear to be _ _
formally different, they express the same conclusion. B. Acquire subject data
This sub-algorithm concerns the acquisition of both the state

of E and the history segments. Let us examine the two
V. GENERAL TOOL FOR ROBABILISTIC PREDICTIVE acquisitions separately.
MONITORING

So far we have defined a hierarchy of three conceptual levelsAt the beginning of the current monitoring session of a
the first level (at the bottom) is a collection of the basigubject X, the algorithm, in order to be able to asks the expert
concepts underlying the whole model, the second level (in tie enter, for each context C, the current history segment
middle) defines the concept of time-slices based caust.aiaz, Needs to establish the values of the two subject ages:
network using the concepts of the first level, the third level (A1 and A2. As for Al, if the current session is the first one,
the top) consists in the probabilistic network definitionAl = 0, else Al = “age of the subject at the preceding
definition obtained by associating a conditioned probabilitgession”. As for A2, let us distinguish between the case in
value to each causal relation of the causal network definedwhich E has non occurred to X, from the case in which E has
the second level. The conditioned probability concept has be@grurred to X. If the expert enters E= not-occurred, A2 = age
so embedded in a proper structure and probabilistic reasonffigX at the time of the current session. If the expert enters E=
has taken place producing two equivalent predictiopccurred, then the expert is asked to specify the “age of X at
algorithms. Having now at our disposal a general probabilistiée time of E occurrence”. Such value is acquired and stored in
prediction algorithm, the following question arises: how such variable, say AEO (Age of the subject at the time of E
an algorithm could, in practice, be used inside a predictiféccurrence). According to Feature 6 in section Ill.A , let us
tool? We are therefore prompt to define a general monitoriggnclude that A2= AEO + 1. These considerations explain
tool in which the general probabilistic prediction algorithm igvhy the first step of the algorithm is: E state acquisition.
embedded. Let us now pass to define the structure and the
features of such a tool. After the E state acquisition phase the algorithm has the
values of A1 and A2 and can therefore pass to the second
phase, the “history segments acquisition” phase. The expert is
asked to enter, for each context C, the proper history segment
Xcaia2 - Precisely, the time interval defined by the couple
The tool works according to the following basic algorithm(A]_’ A2) is the temporal length between: the birth (in the case
At the beginning of a monitoring session of a subject X thg1 equals 0) or the birthday related to age Al (in case Al is

model asks the expert to enter historic facts concerning thgferent from 0), and the birthday related to age A2. For
subject: has E occurred to X? In which context-states time has

A. The basic algorithm of the general predictive
monitoring tool
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example, referring to Figure 2, “age of X at the time of ththe following

current session’= 2, AEO= 1, A2= 2, A1=0. The expert is

asked to enter the history segment &:that covers the time SIMULATE THE FUTURE AND PRODUCE

interval between the birth and the birthday 2 (according f8REDICTIONS

Feature 6 in section Ill.A, we approximate by supposing thaBSK AND ACQUIRE FUTURE CONTEXT STATES

the condition C1=s2 covers the whole sub-interval betweeSIMULATE THE FUTURE
birthday 1 and birthday 2). PRODUCE PREDICTIONS

By formalizing all these considerations let us define the
following sub-algorithm C.1 Ask and acquire future context states

This step simply consists in asking the expert to select
context states and then in acquiring them. More formally:
ASK AND ACQUIRE FUTURE CONTEXT STATES
» Ask the expert to select, for each context C, the state
that is supposed to be constant in the future
* Acquire the selected states dst, st, , ...} of the
contexts C1, C2, ... respectively

ACQUIRE SUBJECT DATA
CA = current age of the subject X at the current session
If the current session is the first orthen
Al=0
End of If
If the current session is not the first orleen
Al=“age of the subject at the preceding session”

End of If

Ask and Acquire the state of E

If E has not occurred to Xhen C.2 Simulate the future

E ,S\Z:f I(?A This step is in turn compound of two sequential sub-steps:
nd o

simulation and check. Let Cl=stcl, C2=stc2, ... be the states

If € has occurred to Xthen elected by the expert (in step 1). The tool, for each future age

Ask and Acquire the age of the subject when E occurre

. . . of X
Store th d th ble AEO ' .
Azo:reAEgic]c-]mre age in the variable a) creates, on the basis of the selected states, the
End of If following simulated history-segments: cXaok =

(stcl.D), Xc2i1, k= (stc2.D), ... where D = k — A2

b) builds, on the basis of these simulated history-
segments and prof¥ (the profile of X at the age
A2), the new profile profXsim(simulated profile of

For each context C
Ask and Acquire the history segmerg % a»
Calculate the whole history%.,

End of For
X that relates to the future age k).
c) checks if the simulated profile profXsins present in
the profiles set (stored in model memory) in a
C. Simulate the future and produce predictions statistically significant number. To be more explicit:
If in a monitoring session of subject X the entered state of E if the simulated profile is already present in model

memory and the number of caseg i§hr (where Thr

is the threshold value required to make significant
probabilistic inferences), then the simulated profile
profXsim; can be used to calculate probabilistic
prediction for the age k.

is “not-occurred”, the tool provides the expert with the
possibility of getting probabilistic predictions about the
occurrence of E to X in the future, supposing that the future
time of X elapses in conditions of Cl=stcl, C2=stc2, ...,

Whler? Ztgl’thsmz’ "'ta'(/? states,. Ofl Cllyt C12 h r(;sp(-;ctlvephe process stops at the first future age for which the check
selected by the expert. More precisely, let i-1 (wher@) be results not-OK. Let us notice that simulated profiles are

the current age of X. Let m be a future age of X. The expertiSaated just for prediction purposes. They are not profiles got

provided by the tool with the possibility of: _ by real cases, as a consequence they are not added to the set of
1) selecting for each context C the state that is supposedhigfiles stored in model memory (that is, they do not update
be constant in the time interval between i-1 and m ; real statistical data). Let us now pass to formalize this step.

2) asking the tool to calculate the probability values of
occurrence of E to X for all the future ages k (whereki<  SIMULATE THE FUTURE
m) supposing that the time interval between i-1 and m elapsdset Thr be the threshold of minimum number of cases

in conditions of Cl=stcl, C2=stc2, ... . required for producing statistically significant inferences
The tool, in order to provide these possibilities, performs d.et LFA (where LFA > A2) be the Last Future Age (of X)

sub-algorithm that is structured in three sequential steps: considered for predictions

1) Ask and acquire future context states k=A2

2) Simulate the future STOP =*no”

3) Produce predictions While (k < LFA) and (STOP = “no”) do

More formally, the basic scheme of such sub-algorithm is k=k+1

Ly
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D=k-A2 End of For
Create the following simulated history segments of X: Fork=itom
Xciazk= (Sk1.D), Xea.mo k= (Sk2.D), ... Calculate (using Theorem 1 or Theorem 2), the value of
Calculate the following whole histories of X: P(k=y|E1=n,HC1,.., HCN,..., HCL .., HCN,)
Lix=(Keraz » Xe1.a2.4, Print the couple: (age= k, E probability = REy | ...)
Bok=(Kc2az, Xc2azls o End of For
Create the following simulated profile of X: End of If
profXsim= {HC1= Xc1x, HC2= Xcox, ...} At the end of the “Produce Predictions” step the expert can
If profXsim is not present in the moddhen repeat the “Simulate the future and produce predictions” sub-
STOP = “yes” algorithm again. That is, the expert can go back and select
End of If other context states that are supposed to be constant in the
If profXsimy is present in the modelthen future. Then he/she can activate a new simulation and
If [EyprofXsimy + E;profXsim] < Thr then prediction production process. Finally the expert, after having
STOP ="yes” gathered a sufficient amount of data from such cycle of
End of If “simulation and prediction”, clicks on “Session end”.
If [EyprofXsim, + E;profXsim] > Thr then However, before the session actually ends, the model memory
Put the couple (k, profXsighin the listLSIM is updated on the basis of the entered facts.
End of If
End of If
End of While

D. Update model memory
A history segment a1 a2 = (St, A2-Al) implies: Xc a1 a1+1
. = (ste, 1), Xcavawe2 = (St 2), ..., Xcara2 = (Sk, A2-Al). In
C.3  Produce predictions other words, acquiring, in the present session, the history
At the end of the execution of the Step 2 we have the |i§égment X,Al,AZ is equiva|ent to acquire the above A2-Al sub-
LSIM (possibly empty) of the couples: (age, simulated profildggments in A2-A1 virtual sessions respectively (i.e. at the age
related to the profiles that have passed the check. Let Such@1 there is a (virtual) monitoring session in which the
list be: (i, profXsim), (i+1, profXsim.y), ... (k, profXsimy, ... expert enters (st 1), at the age Al+2 there is a (virtual)
(m, profXsimy), where i and m are the first and the last futurghonitoring session in which the expert enters, (&), and so
age respectively. The profiles stored in LSIM are used fdprth). Let us therefore update the model memory as if we had
instantiating the probabilistic network of Figure 3 and, as ® do with A2-Al sub-sessions. Let us notice that for the
consequence, for calculating probabilistic predictions. Morgrtual sub-sessions related to the ages Al+1, A1+2, ..., A2-2,
explicitly, let us consider the network of Figure 3 and the lif2-1, it is certain that .= not-occurred, f.,= not-
LSIM. For each future age ksi<m) the history variables (of occurred, ... , .= not-occurred, k4= not-occurred. It is
the time-slices tsi,... tsk): HGL. HCN, ... HCl,... HCNy,  only for the age A2 that the state of,Emay be “occurred” or
are instantiated by the profiles profXsim... profXsim. “not-occurred”, depending on what the expert has entered. By

respectively and the prediction algorithm defined in Theorefidrmalizing these considerations let us define the following
1 (or Theorem 2, since the algorithms are equivalent) dgb-algorithm.

applied, producing this way the probabilistic prediction for the

time-slice k. Let us notice though that the dynamic creation gfpDATE MODEL MEMORY
the network of Figure 3 and the related nodes instantiatighA2 > (A1+1) then
represent a conceptual view of the algorithm. In practice thisFor| = A1+1 to A2-1 do

third step is formalized in the following way. For each context C
Calculate X
PRODUCE PREDICTIONS End of For
Leti=A2+1 (and thereforei2) Consider the current profile
If LSIM is empty then praf = {HC1, = Xc11, HCZ = Xcay,y -+ }
Print: “It is not possible to produce predictions” If in the set of profiles stored in model memory there is not
End of If a profile equal to prof then
If LSIM is not empty then Add, in model memory, the new row:
Let m be the maximum age in LSIM “age=I, prof Ejprof=1, Eprof=0"
Fork=itom End of If
Get the couple (k, profXsignfrom the list LSIM If in the set of profiles stored in model memory there is a
Select the row in model memory (e.g. Fig. 1) with a profile equal to prof then
Age=k and {HC1,..., HCN profXsim Increment (of 1) the related counter variahjedf
Get the related values offtof and Eprof, and End of If
calculate E Eprof / (Eprof + E,prof) End of For
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End of If B. Asking future context states

Consider the profile Let us now suppose that the expert asks the model for
, Profa = {HC1p, = Xerz s HC2m2 = Xeopz s - } predictions. The model shows the following list and asks the
If in the set of profiles stored in model memory there is not gy et 1o select, for each context, the state that has to be kept

Add. i d Iprofile Prak equ?JI[;o ?rl?t"‘z, ; t.hen constant in the simulated future time of X.
, in model memory, one of the following two rows: “Cigarette smoke” (C1)

“age= A2 , prof a2, Ejprof=1, Eprof=0", if E=not-occurred I . )
gt ’ _ _an e yes under 10 cigarettes a day” (s1)
age= A2, proksz , Eprof=0, Eprof=1", if E=occurred o ‘“yes 10 or more cigarettes a day” (s2)

End of If o
If in the set of profiles stored in model memory thereisa no (_53) _—
profile praf equal to prof a» then Genetic predisposition” (C2)
Update, in model memory, the row with age= A2 and o ‘yes"(sl)
profa, = prof 4, by incrementing (of 1) the counter variable o "no’ (s2)
E.prof if E=not-occurred , JfEof if E=occurred  “Obesity” (C3)
End of If o ‘yes”(sl)
o "no” (s2)
Let us suppose that the expert (interested in simulating that X
VI. A SIMULATED-CASE STUDY begins again to smoke less than 10 cigarettes a day and

In order to better understand how the general tool fgontinues to be obese) selects: C1=s1, C2=s2 (obviously this
probabilistic predictive monitoring works, let us apply it to &tate cannot change), C3=sl.
simulated example. Let us consider the above example where
E = "First cardiac infarct”, and the considered contexts are:
Smoke (with states “yes less than 10 cigarettes a day” (s1)C. Simulating the future

“yes_lO or more cigaretteﬂs a"day" (“52),’, "no” (s3)), _Gene_:tic Let us consider the sub-algorithm “Simulate the future”. In
predisposition (with states “yes” (sl1), “no” (s2)), Obesity (Wltqhe present case we have A2 = 60, pggBX{HC1eo = (53.20,

states “yes” (s1), "no” (s2)). Lea (time unit) = year. SL.5, s2.25, 53.10), HG2= (52.60), HC® = (s2.40, 51.20)},
sa of selected states = {Cl=sl, C2=s2, C3=sl}. Let us
suppose we are interested in the 10 future years, so LFA= 70.
A. Acquiring subject data in the case in which the curreniet us now perform the While statement (see sect. V.C.2). Let
session is the first one us consider the first loop (k = 61 years, D= 1 year). Let us
Let us suppose that for the subject X the current sessiorfigate the following simulated history segments; g§61 =
the first one and the current age is 60 years. As for the statd®#.1), Xc2,60,61= (S2.1), Xs60,61= (S1.1). Let us calculate the
E let us suppose that at the time of the current session E fRllowing simulated histories: & 61 = (Xc1060+ Xc1606) =
not occurred to X, and therefore the expert entggsnibt-  (S3.20, s1.5, s2.25, s3.10, s1.1)2% = (Xc2,0,60: Xc2,6060 =
occurred. The expert is then asked to enter the histot§2.61) ; Xcse1= (Xcao0, Xcaeoe) = (52.40, s1.21). Let us
segments ¥io060 » Xcooe0 » Xcsoeo . history segments create the simulated profile for the age 61, prof$sim
concerning the time interval from the birth to the birthday 66{HC1= (s3.20, s1.5, s2.25, s3.10, s1.1), HPC2= (s2.61),
(i.e. Al= 0, A2= 60). As for the context “Smoke” (C1) let ud1C2=(s2.40, s1.21)}.
suppose that X has begun to smoke at the age of 20 yeard-€t us check if profXsim is already present, the model and,
Then for five years X has been smoking less than 10 cigaretted is, let us check if [fprofXsimg; + EprofXsime,] > Thr.
a day. Then for 25 years X has been smoking more than 4@t us suppose that the model memory contains the rows
cigarettes a day. Finally, at the age of 50 years X stoppilgstrated in Figure 1. If, for example, Thr = 100, we can
smoking. As for the context “Genetic predisposition” (C2) legonclude that the check outcome is OK, so let us put the
us suppose that X does not have any genetic predispositfiple (61, profXsim) into the list LSIM. And so forth for all
regarding cardiac infarct. Finally, as for the context “Obesitythe remaining future ages (i.e. for k= 62, D= 2; .... k= 70, D=
(C3) let us suppose that X has been obese since the age o{@p For example, in the second loop the simulated profile is
years. The expert enters such case description by filling ¢feated starting from the history segments; g§6>= (s1.2),
suitable user-friendly forms. The tool acquires this informatiofczeo62 = (52.2), Xse062 = (s1.2). That is: profXsigm
and converts it into formal history segments;; Xe0=(s3.20, ={HC1= (s3.20, s1.5, s2.25, s3.10, s1.2), HPC2= (s2.62),
s15, $2.25, $3.10), %060 =(52.60), %3060 =(52.40, $1.20). HC2= (s2.40, s1.22)}. Considering Figure 1 again, the check

Since E= not-occurred, the expert is provided with simulatioi§ OK and so we can put (62, profXgininto LSIM. And so
and prediction facilities. forth. Let us notice that even if LFA = 70, in LSIM we might

have a number of elements less than 10. If, for example, the
check outcome related to age 63 is not OK, then LSIM only
contains the two couples: (61, profXsipm (62, profXsing,).
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increment (by 1) the related variablgpEof.

D. Producing predictions

After the future simulation phase has been performed, the
prediction procedure is applied to each couple in LSIM, F Acquiring subject data in the case in which the current
producing this way the sequence of as many probabilis§€Ssion is not the first one
values as the elements of LSIM. Let us consider the sub-Let us suppose that after a certain time, say 4 years, X has
algorithm “Produce predictions” and Figure 1. Let us supposke second monitoring session. The current age of X is
that LSIM only contains two elements. As a consequence: ikerefore 64. Let us consider the case in which E has not
61, m= 62. Let us get, from LSIM, the couple (61pccurred to X. The expert is asked to enter the history
profXsimgy). Since 61 is the first future age, we have thatP(Esegments Xieo64 » Xc26064 + Xcasoes , history segments
=y | Bo = n, profXsimy) = Lez = EprofXsimg; / concerning the time interval from the birthday 60 to the
(EyprofXsims; + EprofXsimg;) = 3 / (3+124) = 0.024. birthday 64 (i.e. Al= 60, A2= 64). Alternatively, let us
Let us now get, from LSIM, the couple (62, profXgjin Let consider the case in which E occurred to X, say 2 years before
us calculate 1, = EprofXsims, / (EprofXsime; + (age of X = 62). The expert is then asked to enter the history
E.profXsimgy) = 4 / (4+117) = 0.033. We are now ready tsegments ¥ieo63, Xc2e063, Xcasoss . history segments
cdculate prediction for age = 62, i.e. R{EE y | B = N, concerning the time interval from the birthday 60 to the
profXsims; , profXsimy). Let us use, for example, thepirthday 63 (i.e. Al= 60, A2= 63). (As for the year between

algorithm of Theorem 1. The prediction for age 62 is given bye birthday 62 to the birthday 63 let us remember Feature 6 in
Leo (1 - Xe1) + Xe1=0.033 (1 — 0.024) + 0.024 = 0.056. sect. lI.A).

In conclusion, the model provides the expert with the
following list concerning the subject X.

Future age Occ_urrence_Pro_babiIity of VIl. GENERAL ENVIRONMENT FOR PROBABILISTIC PREDICTIVE
“First cardiac infarct” MONITORING

61 0.024 o o o

62 0.056 The general tool for probabilistic predictive monitoring

Let us suppose we are not interested in selecting differdfftat has been defined in the preceding session) needs to be
context states and then activate a further simulation-predicti®fiuipped with specific domain knowledge in order to be
cycle. Let us suppose we click on “Session end”. The toalisefully applied to real world problems. More precisely, in a
before ending the current session, updates model memoryspecific application, contexts C1, C2, ... and related states s1,
the basis of the entered subject-data. s2, ... are instantiated by precise names that depend on the
specific application field. Even the generic ten{time-unit)

E. Updating model memory

The entered history segments ares; &o =(s3.20, sl1.5,
S2.25, 3310), XZ,O,GO :(32.60), )&3,0,60:(32-401 5120) Let us
consider the sub-algorithm “Update model memory”. Let us
perform the external statement “For | = ... “ (knowing that, in
the current case, Al= 0, A2= 60). Let us consider the first loop
(I =1). For age = 1 year, we have{ =(s3.1), X1 =(s2.1),
Xc31=(s2.1) and as a consequence: ypyof {HC1,=(s3.1),
HC2,=(s2.1), HC3=(s2.1)}. If such a profile is not already

Environment for BUILDING
predictive monitoring TOOLS

Environment for USING
predictive monitoring TOOLS

Environment for ADMINISTERING
predictive monitoring TOOLS

present in the sub-set of profiles related to age 1, then let us
store the row “age=1, HC1=(s3.1), HC2=(s2.1), HC3=(s2.1),
E.prof=1, Eprof=0" in model memory. If the profile is
already present and hagpEof= n Eprof= m, then no new row

is created but the counter variable,pEf is updated:
E.,prof=n+1. And so forth for all the remaining ages (i.e. for I=
2, ..., 1= 59). For example, at the loop identified by | = 41 we
have prof 41 = {HC14; = (s3.20, s1.5, s2.16), HG2= (s2.41),
HC3,4; = (s2.40, s1.1)}, and we check if it is already present in
model memory, etc. As for age = 60, since E has not occurred
to X, if the profile is not present in memory already, we add
the new row “age=60, HC1=(s3.20, sl1l.5, s2.25, s3.10),
HC2=(s2.60), HC3=(s2.40, s1.20),pE0f=1, Eprof=0". Vice

versa, if the profile is present in memory already, let uis instantiated by a precise time-unit (year, month, week, day)
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Environment for ADMINISTERING

predictive monitoring SUBJECTS

Environment for ADMINISTERING

predictive monitoring ENVIRONMENTS

Fig. 4 The home-page of the general
environment for probabilistic
predictive monitoring
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depending on the specific application. In conclusion, for eaghl The function: Tool ready to definitely enter the Using
specific application the general tool for probabilistic predictivenvironment

monitoring has to be instantiated by creating proper contexts,At the end of the building work, the new tool is like a new
states, etc. We are therefore prompted to define a genefhip ready to leave the shipyard, i.e. the Building environment,
environment for probabilistic predictive monitoring, i.e. @nter the sea, i.e. the Using environment, where it will be used
general environment in which users can easily build, use apglthe crew, i.e. the domain expert, to serve passengers, i.e. the
administer specific probabilistic predictive monitoring toolssubjects of the population considered by the current
Such a general environment is in turn structured in five targgpplication, and the launching of the ship is carried out by
environments (Fig. 4). The first two environments concern th&ecuting the function “Tool ready to definitely enter the
construction and use of specific tools. The remaining thregsing environment”. The effects of such a function execution

environments concern administration activities.

A. Environment for Building predictive monitoring Tools

The environment for building tools for specific applications,

for short, theTools Building environmentprovides a set of

functions for building a predictive monitoring tool in a friendly

Cancel the tool
Show the tool

EDIT the tool name

EDIT the tool category

EDIT contexts

EDIT context states

EDIT probability levels

TOOL READY TO DEFINITELY
ENTER THE USING
ENVIRONMENT

TOOL READY TO BE TESTED IN
THE USING ENVIRONMENT

Fig. 5 The home-page of the Building
environment

are:

1) a set of new database tables, that will be used by the
new tool, are created in the Using environment

2) the information (contexts, states, etc.) collected in the
Building environment are copied into the new
database tables of the Using environment and all the
database tables, created and used in the Building
environment during the tool building process, are
eliminated.

A.2 The function: Tool ready to be tested in the Using
environment

This function provides the possibility of testing the tool
under construction before declaring it finished and ready to
definitely enter the Using environment. Such a possibility is
very useful since the testing phase might reveal some
imperfections concerning the domain knowledge entered
during the building phase of the tool (for example: the name of
a context is not completely appropriate, a new state should be
added to the set of states of a context, etc.). Such imperfections
can then be removed by resuming the building phase. The
function “Tool ready to be tested in the Using environment”
inserts the tool into the Using environment in TEST mode and
as a consequence the database tables of the specific tool in the
Building environment are not eliminated. Moreover, the Using
environment, in order to make the specific tool usable in all its
functions, provides a set of dummy subjects and simulates that
in any session the specific tool has already collected, for any
combination of context states, a number of cases greater than
the threshold value required to make probabilistic inferences.
As a consequence the user of the specific tool can test how the
new tool works and looks in the Using environment, knowing,
of course, that probabilistic values displayed during the
testing phase are dummy.

and effective way. The home-page of the Portal Building

environment consists in a set of functions (Fig. 5) that allow ) ) o o

the builder to create and edit the various application-orientedB: Environment for Using predictive monitoring Tools
components of the tool (contexts, context-states, etc.). Let usThis environment performs the basic algorithm of the

examine the last two functions in Figure 5.
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general probabilistic predictive monitoring tool (illustrated in
section V.A) by applying it to the specific contexts, context
states, etc. (defined in the Building environment) related to the
current specific application. The Using environment is
equipped with several facilities for presenting, in both
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quantitative and qualitative terms, probabilistic predictiongrobabilities. Such predictions may be useful in order to take
For each future age of the subject the related E occurrersmgtable measures in advance, measures personalized to the

subject under consideration. Moreover, the possibility to

compare different predictions resulting from different

Age Prob Level simulated cases may help decision making in trade-off

710015  very-low problems (Fig. 7). The user is also provided with the
720.286  low . possibility of getting explanations about the procedure used to

;j 8;2;‘11 L?ﬁ’;g?éddle produce the predictions that have been displayed (which

' simulation plan has been used? Where do the displayed

75 0.6064 middle-high o
76 0.6851 middle-high probability-numbers come from?).

77 0.7512 high
78 0.8059 high
79 0.8505 high C. Administering Environments

B0 0.8864 high The general environment for probabilistic predictive
monitoring contains three administering environments: the

Fig.6 An example of table showing environment for administering predictive monitoring tools (for
predictions in both short: Tools Administering environment), the environment for
quantitative and qualitative administering monitored subjects (for short: Subjects
terms Administering  environment), the  environment for

administering environments (for short:  Environments
Administering environment).
The Tools Administering environment concerns the

N Prob N Prob
I I
100 | 100 |
90 | 0 |
80 | 80 |
70 | 70 | * ok
60 | 60 | * ok ok
50 | 50 | *ox ok
40| * % 40| * k Kk Kk ok
30' * % % * 30' * * % * % %
20| * * % * % 20| * % % * % * * *x
10| * * % * % %k * * lol * * % * % %k k% % % %
JEEF R LS JEEFR KRR >
71 75 80 71 75 80
Future ages (years) Future ages (years)
Case A Case B

Fig. 7 An example of histograms representing predictions for a subject X in two different cases.
If predictions concern an undesired event (e.g. First cardiac infarct) the case A shows
probabilistic predictions in the hypothesis that the ten future years of X elapses in rather good
conditions (e.g. no cigarette smoke, no hypertension, etc.), whereas the case B concerns the
the hypothesis that the future of X elapses in worse conditions (e.g. yes cigarette smoke, yes
hypertension, etc.). Of course if predictions concern a desired event, the better situation is
represented by the case B.

probability is shown along with the related qualitativeadministration of tools that are in the Using environment. The
judgment (Fig. 6). Moreover, qualitative presentations are alsovironment provides the tool administrator with several utility
carried out through histograms pointing out the trends of futufenctions. Among such functions there is the one that allows
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the administrator to eliminate a subject by the list of thdegradation instead of detecting faults. A predictive
stbjects monitored by a tool. This function also re-establish@erformance and degradation monitoring is what is needed for
the statistical situation in the database of the tool as if tle effective proactive maintenance to prevent machines from

eliminated subject had never entered the tool. breakdown. The theme of degradation monitoring for failure
The Subjects Administering environment contains functionmevention applied to vehicle electronics and sensor systems is
to manage the subjects database and to operate on subjiectsd in [3] where the authors propose a unified monitoring
independently from the specific tools to which they arand prognostics approach that prevents failures by analyzing
assigned by tool administrators. degradation features, driven by physics-of-failure. The need,
The Environments Administering environment is used by tfer manufacturers of complex systems, to optimize equipment
Super-administrator only. The Super-administrator plays therformance and reduce costs and unscheduled downtime,
role of general supervisor of the general probabilistigives rise to system health monitoring. System states

predictive monitoring environment. Among the many functionsonitoring is augmented with prediction of future system
that the Environments Administering environment makesealth states and predictive diagnosis of possible future failure
available to the Super-administrator let us notice th&tates [4]. Predictive monitoring has been also applied to

authorization functions, i.e. authorization to use a certaftfexible manufacturing systems. In [5], the main objective is to
environment, or in other words, authorization to play the rolmanage progressive failures in order to avoid breakdown state

of tool builder, or tool user, or tool administrator, or subjector the flexible manufacturing system. The approach to
administrator. The basic rules are: predictive monitoring proposed in [6] uses predictions from a

« a single subject can be monitored by n different tooklynamic model to predict whether process variables will
(for example, in medicine a subject can be monitoredolate an emergency limit in the future (predictions are based

with respect to various undesired pathologic eventsn a Kalman filter and disturbance estimation). Predictive

and there is a tool for each undesired evenonitoring has also been applied in many specific industry

respectively) worlds like, for examplecold extrusion and forging processes

» a user can use n tools (for example, an organizatipf] and chemical plants [8], [9]. In many industrial

can study the occurrence probability of n undesire@pplications predictive monitoring assumes the meaning of
events) preventive monitoring and aims to enhance the effectiveness of
« a single tool can be used by m users (for examplgleventive maintenance by making it proactive. In some cases

different organizations, possibly international, can cahough, predictive monitoring is finalized to early intervening

operate in monitoring a large subjects populatiofP maintain a system at a high level of performance. It is the

relatively to an undesired/desired event) case of a predicting monitoring application for wireless sensor
These features contribute to make the proposed gendigfworks: “.by monitoring and subsequently predicting trends
environment for probabilistic predictive monitoring a produc®n network load or sensor nodes energy levels,vitteless
suitable to be successfully used even in large co-operati®@fsor networkcan proactively initiate self-reconfiguration...”

contexts, facilitating and structuring co-operation among0]. In most industry applications the acquisition of
working groups. monitoring data is carried out through sensors [11].

Predictive monitoring has found many applications in
medicine too. Applications concern both clinical trials [12]
VIll. RELATED WORK AND DISCUSSION and several specific fields. For example, interesting

The great number of works concerning predictiv@pplicaﬁons have been carried out in the field of diabetes

monitoring, published in scientific journals and conferencetger,apy' In [,13] and [14], continuous glucose monitoring
both in past and in recent years, gives evidence of both ﬂj%wces provide data that are processed by mathematical

modernity of the topic and the remarkable effort so fE{Iorecasting models to predict future glucose levels in order to
accomplished by the researchers community. prevent hypo-/hyperglycemic events. Many other specific

Industry is a typical world in which predictive monitoring,appl'c"’ltlonS of preventive monitoring may be found in

mostly intended as preventive monitoring, has find numero&ed'c'ne' For example, in [15] the authors present the

applications with a variety of approaches. Twenty years agéperience of predicti\{e_ monitoring applied to some p‘_"“?er?ts
already, preventive monitoring was a crucial theme fo XF’O‘I’_SG‘?' to geqta}m.lcgl (a commonly. uls es antibiotic
manufacturing processes (typically, for example, in the world® |gat|on) OtOtO?('C'ty' the most common sSingle known cause
of the large car manufacturing companies [1]). f bilateral vestibulopathy. Patients undergoing exercise

manufacturing industries there is a considerable attention r@jabilitation therapy were tgsted r.epeateldly during follow-up
reduce costly and unexpected breakdowns. As a consequeWégs to monitor changes in their vestibulo-ocular reflex.

preventive maintenance is becoming more and more importaﬁf.ed'cnve monitoring turned out to be useful for continuing or

Maintenance should abandon the traditional “fail and ﬁxmodifying the course of vestibular rehabilitation therapy.

approach to pass to the more modern “predict and prevent”\/ﬁ'ry _rece_ntlyh p][_e(lj(ljctl\;e m_onltorlng hﬁs_ fougg mla7ny
one [2]. As a consequence the fundamental need is monitorf'?'@3 ications in the field of environment pollution [16], [17],
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[18]. IX. CONCLUSION

~ Literature shows that, in general, prediction has beeniy thjs last decade predictive monitoring is an emerging
intended in the sense of prevention, that is as a means figme of great social importance. In many real world fields the
preventing undesired events. Actually the possibility of gettingossibility for domain experts to have at their disposal tools
early warnings before an undesired event may occur hggt may support decisions and help take measures in advance
always been very appealing. Let us think, for example, f 5 crucial need. The paper has faced this problem by
prevention of high risk events for health, or serious faults @fresenting a proposal that can be considered complete in that it
anomalies of costly and strategic industrial equipments Rcjydes both the theoretical model and its practical utilization
plants. The proposal presented in the paper has the ultimgigde a general tool for probabilistic predictive monitoring,
purpose (monitoring and prediction) that is in common with ajbo| that is in turn integrated in a general environment
the cited applications, but, at the same time, it has mapyyiding numerous and effective facilities for probabilistic
aspects that distinguish it from them. The proposal, is neithepgegictive monitoring: facilities for creating new application
predictive monitoring application nor a general prognosticgriented tools, monitoring subjects and simulating possible
tool for preventing undesired events in some fields like, fq(tyre probabilistic scenarios, administering tools and subjects
example, manufacturing mdustrles., medicine, etc.. I.n fact F%d regulating co-operation among working groups. In this
proposal concerns a general environment for building, usiRg@nse the proposal may represent a contribution to promote the

and administering specific application oriented predictivgge of predictive monitoring in heterogeneous domains.
monitoring tools and concerns predictive monitoring applied
to both preventing undesired events and favoring desired
events. The proposal considers human operators using thé- Future work
various environments (Building, Using, Administering) by The proposal implementation is in progress (the author is
playing various roles (Tool builder, Tool user, Toolbuilding a software prototype of the proposal). The prototype
administrator). In particular, monitoring subjects is an activitwill be usable at the web addresaw.cheerup.itand should
carried out by a domain expert. In other words, it is the domdde ended by may 2013. Once the prototype will be available, it
expert (i.e. a human agent) that carries out monitoring sessiavil be interesting to experiment the proposal by applying it to
and enters data about the current subject situation (contes@l world problems. To this end it will be crucial to select
states, etc.). Again, it is the domain expert that defines thuitable application fields and co-operate with interested
starting conditions for simulating the future (which contextomain experts.
states are supposed to be constant in the future), and it is the
domain expert that reads the simulation results and takes REFERENCES
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