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Abstract—This paper presents a new algorithm for human action 

recognition in videos. This algorithm is based on a combination of 

two different feature types extracted from Aligned Motion Images 

(AMIs). The AMI is a method for capturing the motion of all frames 

in a human action video in one image. The first feature is a contour-

based type and is employed to grasp boundary details of the AMI. It 

relies on the 1st and 2nd discrete time differential of the chord-

distance signature feature, so it is called Derivatives of Chord-

Distance Signature (DCDS). The second feature is a silhouette-based 

type that is used to capture regional appearance details. It catches 

most of the visual components for the AMI using a Histogram of 

Oriented Gradients (HOG) feature. Combining both features creates a 

complementary feature vector that makes it possible to obtain an 

optimal correct recognition rate of 100%. For the classification, the 

algorithm is utilized two different classifiers: K-Nearest-Neighbor 

(KNN) and Support Vector Machine (SVM). The KNN is based on 

the 1st norm distance and achieves slightly better results than this 

obtained by SVM. The performance of the algorithm is tested 

through six experiments. Three experiments for the KNN classifier 

and others for the SVM. For each classifier, three experiments 

conducted to determine the effectiveness of each feature separately 

and when combined. The experimental results demonstrate the 

potential power of this algorithm and its promising success in human 

action recognition in videos. 

 

Keywords—Contour-based, human action recognition, video 

recognition, silhouette-based.  

I. INTRODUCTION 

UMAN action or human activity recognition research has 

captured more attention due to the variety of useful 

applications presents in different computer fields, such as 

human-computer interaction, surveillance environments, 

robotic machines, healthcare systems, multimedia retrieval, 

and entertainment environments [1, 2, 3].  

According to Aggarwal and Ryoo [1], human action 

recognition is classified into two main approaches: single-

layered and hierarchical. The single-layered approach depends 
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on a sequence of images to describe human actions while the 

hierarchical approach depends on simple actions to describe 

the human actions. On the first hand, the single-layered 

approach is used to represent the human action and is 

categorized based on a model as: space-time and sequential 

methods. On the other hand, the hierarchical approach is 

categorized based on the methodology that is used to 

recognize the actions as: statistical, syntactic, and description 

methods. The space-time approaches are classified based on 

the type of features, which are obtained from the space 

(spatial) and time (temporal), into space-time volume features, 

trajectories, and space-time features. Our research is based on 

the single-layered approach and space-time volume features. 

Gorelick et al. [3] employed contours of silhouettes 

extracted from the Weizmann dataset [2] as space-time 

volume features for human action recognition. The authors 

solved Poisson’s equation depending on the contour 

coordinates and found coefficients of this equation by using a 

multigrid solution. Variant of properties are extracted based on 

these coefficients, such as local space-time saliency, action 

dynamics, shape structure, and orientation. Next, these shape 

properties (Poisson features) are used as a sequence of features 

for a sliding overlapped window of frames in each video. 

Finally, for the classification, the variant median Hausdroff is 

used to find the distance between any two sequences. 

Whytock et al. [4] achieved good recognition results in 

terms of accuracy. The authors combined the Gait-Energy 

Image (GEI) and Histograms of Oriented Gradients (HOG) 

descriptors for the action recognition. For HOG, they used 

more than four different gradient filters--Lele, Fourier-Pade-

Galerkin, Bicklley, and Scharr schemes--in addition to the 

standard central difference scheme and Sobel kernel. They 

used SVM classification based on the leave-one-sequence-out 

cross validation technique and tested their algorithm over the 

Weizmann dataset. Accuracy is achieved by decomposing 

actions into static and dynamic classes. For the Weizmann 

dataset, the authors defined static actions as one-hand wave, 

two-hand wave, bend, jump in place, and jumping jack, while 

dynamic actions are run, walk, skip, jump, and gallop 

sideways. They compared the performance of one verse all 

(OVA) and one verse one (OVO). Also, they used the SVM 

with five kernels: Linear, Quadratic, Polynomial, Gaussian 

Radial Basis Function, and Multilayer Perceptron. In this 

paper, however that all static and dynamic actions are used as 
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one set (without any decomposing), our algorithm achieved an 

optimal result of 100%. 

Sadek et al. [5] combined chord-length or chord-distance 

with the center of gravity as a feature and employed SVM as a 

classifier for human activity recognition. The chord-distance 

was used to describe the shape. Based on the authors’ report, 

these shape features are invariant to translation, rotation, and 

scaling. Nevertheless, these descriptors are neither sufficient 

nor compact enough to be used alone, and, therefore, they are 

constantly added on a reference point called the center of 

gravity global feature. Thus, the authors fused the shape 

descriptors with the global features for motion to form the 

final SVM model with the Gaussian kernel. In this research 

work, only two features are employed without any global 

feature. 

This paper is an extended version of our conference paper 

[6]. In this paper we extend the experiments to determine the 

effectiveness of each feature separately and when combined. 

Briefly, we test our algorithm in six experiments. These 

experiments are based on two features (contour and silhouette) 

and two classifiers (KNN and SVM). The first experiment is 

based on the DCDS feature and the KNN classifier. The 

second is based on the HOG feature and the KNN. The third is    

based on combined both features and the same classifier. The 

fourth experiment is based on the DCDS feature and the SVM 

classifier. The fifth is based on the HOG feature and the SVM. 

The last experiment is based on the combination of both 

features and the SVM classifier. The combination of these two 

features formed a complementary feature vector. The SVM is 

performed slightly better results in the experiments of using 

each feature separately, but the KNN achieved a slightly better 

result than the SVM in using of the combined features.  

The rest of this paper is organized as follows. Section 2 

reviews related literature. The details for our algorithm are 

provided in Section 3. The experimental results for six 

different experiments are discussed in detail in Section 4. 

Finally, the conclusions are presented in Section 5.  

II. RELATED LITERATURE REVIEWS  

This section provides related topics that were used to create 

the presented algorithm: Aligned Motion Image (AMI), 

Fourier Descriptors (FDs), Histogram of Oriented Gradients 

(HOG) feature, and Derivatives of Chord-Distance Signature 

(DCDS) feature. Moreover, the classifiers K-Nearest Neighbor 

(KNN) and Support Vector Machine (SVM) are explained in 

detail.  

A. Gait Energy Image 

The GEI [7] is the average accumulation for motion image 

that captures motion with different intensity values for each 

pixel in the image. Therefore, the GEI grasps two features in 

each pixel of frames in the video. First, the spatial holds the 

location of the pixel. Second, the motion captures the average 

use of this pixel, which is represented by intensity value. The 

GEI is calculated by using a function such as the following: 
 

 

(1) 

 

where x, y denotes the position of a pixel in a frame; t is the 

time, which represents the frame number in a video clip; τ is 

the number of frames in a video clip and represents duration of 

the video clip, and F is the t frame of binary data. 

In our research, the AMI was formed by merging a 

sequence of aligned frames in a video-- one over another. It 

was inspired by the GEI, but the primary difference is that, in 

this work, all frames in the AMI were aligned. This image 

captures motion details through all frames in the video. Also, 

it captures the spatial details of each frame among frames in 

the video. Therefore, the AMI contains the most important 

details for each action. [The term “aligned” is used to indicate 

that silhouettes which were extracted from all frames are 

aligned at the center of the frame (centroid).] Figure 1 depicts 

examples of AMIs for all actions of the Weizmann dataset. 

The silhouettes are extracted by applying background 

subtraction. The backgrounds are available in the Weizmann 

dataset, if the backgrounds are not available, other methods 

can be applied [8, 9]. 
 

     
 

     
Fig. 1 Examples of AMIs for human actions in the Weizmann 

dataset: (top row) bending, jumping jack, jumping, jumping in 

place, and running, respectively; (bottom row) side jumping, 

skip jumping, walking, one hand waving, and two hands 

waving, respectively 

  

B. Fourier Descriptors (FDs) 

The FDs are based on discrete Fourier transform (DFT), 

which is a mathematical operation for converting a function of 

time domain into frequency domain. In short, FDs are used to 

describe the contour (boundary) of any closed shapes in 2D 

space depending on discrete Fourier transform methods. The 

importance of FDs is due to their representation of any 2D 

closed shapes independent of location (translation), scaling, 

rotation and starting point (FDs properties) [10, 11]. Thus, the 

motivation for using FDs is related to these properties. 

Moreover, it useful to unify the number of points that 

represent each shape boundary of the AMI. This benefit is 
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achieved by the approximation in the reconstruction of the 

FDs.  

In our research, the function of FDs and the inverse function 

of FDs were used based on the methods of Gonzalez et al. 

[12]. The FDs are represented by imaginary numbers: 
 

 (2) 
 

where z is a complex number function, [x(t), y(t)] are 

Cartesian boundary points of a contour in 2D space, t is an 

integer such that t∈[1..N], N is a number of points on 

boundary, and symbol (i) refers to the imaginary part of the 

complex number. The FDs function F is calculated as follows: 
 

 

(3) 

 

where k is an integer such that: 1≤k≤N, e is the exponential 

function. In order to reconstruct function z(t), the inverse of 

DCT, which is z^' (t), based on F(k) is computed: 
 

 

(4) 

 

However, the approximation of z can be reconstructed by 

using the function z^' (t) with fewer Fourier coefficients such 

that1≤k≤p and p<N. This approximation is important to unify 

the number of points for all contours of the AMIs.  

The FDs are employed to define coordinates of the 

contours. They capture the most important details for the 

boundary that surround the extracted object for the AMI. 

Moreover, another useful benefit is their ability to unify the 

number of contour coordinate points in all AMIs, since these 

points are different in terms of number of coordinates among 

all AMIs.  

The process of reconstructing 32 FDs is shown in Figure 2. 

It is obvious that the image reconstructed by FDs is similar to 

the original image except that it captures the most important 

and ignores the less important details. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 

Fig. 2 Calculating FDs for one hand action from Weizmann 

dataset, (a) silhouette of the AMI, (b) contour of the silhouette, 

(c) all Cartesian coordinate points of the contour, (d) 32 points 

reconstructed from FDs, (e) plotting of the 32 points. 

  

C. Chord-Distance Signature (CDS) 

The CDS [13] is a function obtained from the distance 

(magnitude length) between two points on the contour (shape 

boundary) of the silhouette. These distances are used as 

compact and robust features in recognition systems [5]. The 

distance is controlled by an integer (w), which is a jump 

displacement step, in terms of the number of points, that 

separates two points on the reconstructed contour. The 

calculation of CDS function is as follows: 
 

 (5) 
 

where CDS is the chord function, t is an index integer such as  

t∈[1 ..N], and N is the number of coordinate points on the 

reconstructed contour. ∇x=x(t)– x(t + w) is the difference in 

the x-coordinate values; ∇y=y(t) – y(t+w) is the difference in 

the y-coordinate values; (x, y) are the Cartesian coordinates in 

2D space for the contour, and w is the jump displacement 

between all pairs of contour points. Figure 3 shows the process 

of calculating a CDS example for bending action in the 

Weizmann dataset. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 

Fig. 3 Calculating CDS example for bending action from 

Weizmann dataset, (a) the AMI for bending, (b) silhouette of 

the AMI, (c) 30 reconstructed FD points for contour of the 

silhouette, (d) plotting of these points, (e) some CDS examples 

(the green lines) with jump displacement points (w=8). 
 

D. Derivatives of CDS (DCDS) feature 

The motivation for using the derivatives is that the first and 

second derivatives capture the most important details for 

edges of contour shape [14]. After calculating all CDS 

distances between all pairs on the contour, the first and second 

derivatives for these distances are computed using discrete 

time differential in image processing. The approximation of 

the 1
st
 derivative of CDS, which is   , is shown as 

follows: 
 

 (6) 
 

where CDS is the chord function, t is an integer index for 

CDS. Also, the approximation of the 2
nd

 derivative of CDS, 

which is   , is shown as follows: 

 

 (7) 
 

where  is the 1
st
 derivative of CDS function, and t is an 

integer index for CDS. 

Finally, both derivatives,  and  are combined to 

form one feature vector called DCDS.  
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E. Histogram of oriented gradient (HOG) feature 

The HOG is a robust feature descriptor for the shape of the 

object [15]. This feature is extracted from an image based on 

two parameters: the number of overlapped windows on the 

image (NxN) and the number of bins (B) for the gradient 

angles. First, the image is divided into NxN overlapped 

windows. The gradients of intensities for each window’s 

pixels are computed by using a horizontal kernel [-1, 0, 1] and 

a vertical kernel [-1, 0, 1]-1. Next, the angles and magnitude 

are computed for each pixel in the window. Subsequently, the 

angles are divided into B groups based on the number of bins. 

The total sum of the magnitudes for each group is obtained.  

Next, this operation is performed for each overlapped window. 

Finally, after all windows are finished, NxNxB numbers are 

normalized. These numbers are the HOG feature for the 

image. 

In our research, the HOG feature was computed using the 

AMI image for each video. The parameters were set to 3x3 

overlapped windows (N=3) and 8 bins (B=8), which achieved 

the best result in our experiments in terms of accuracy.  

F. K-Nearest Neighbor (KNN) classifier 

The KNN is the simplest method used for classification, 

clustering, and regression [16, 17]. This classifier is used in 

machine learning, pattern recognition, and data mining. It 

obtains class membership for some testing feature descriptors 

based on its nearest neighbor from training feature descriptors. 

The testing is classified by a majority vote of its K nearest 

neighbors.  

In the KNN, there are three parameters. The first parameter, 

K, is set to the number of voting members. The second, 

distance metric type, is set to Euclidean, cityblock (absolute 

difference), cosine metrics, etc. The third parameter, the rule 

for selecting an estimated class for the testing sample, is set to 

the nearest neighbor, random, etc. The KNN classifier is 

calculated using the distances between the testing video and 

each training sample, as provided by Equation 8: 
 

 (8) 
 

where d is a distance metric, x is a testing sample, m are 

training samples, j = [1, 2, …, N], and N is a number of 

training samples. The distance d is arguably the minimum 

distance (nearest neighbor) among distances between x and 

each training sample. The class membership for action with 

minimum distance is defined as a class membership for the 

testing sample. In all KNN experiments, the Leave-One-

Video-Out (LOVO) cross validation technique is employed. 

Thus, all videos in the dataset are used for training except one 

video that is used for testing. 

G.  Support Vector Machine (SVM) classifier 

The SVM is a binary classifier that separates some feature 

descriptors by an optimal hyperplane used as a decision 

function [18, 19, 20]. This hyperplane is represented as a 

separation; hence it is called a margin classifier, as shown in 

Figure 4.. The SVM can be used to perform a linear or non-

linear classification based on the kernels used. Once the SVM 

is trained to recognize the features of training samples, the 

classifier can make decisions about some features in a testing 

sample regardless of the absence of these features in the 

testing sample. This classification is performed almost like a 

human behavior when making a decision.  

In all SVM experiments, the Leave-One-Actor-Out (LOAO) 

is employed. It is a 9-fold cross validation technique; 

therefore, all videos are separated into the number of actors, 

which are nine sets. One actor (set) is used for testing and the 

others for training. In this experiment, the dataset is separated 

into 9 folds. Each fold represents one actor in the dataset 

videos. The classification is repeated 9 times. Each time, one 

fold (actor) is used for testing, and others are used to train the 

classifier. By the end of all times, all videos are used in testing 

and training modes, and the average of the correct recognition 

rate is computed as a result of the recognition for this 

experiment. 
 

 
 

Fig. 4 Linear Classification of SVM classifier 
 

III. THE PROPOSED ALGORITHM  

The proposed human action recognition system consists of 

two modes. First, the training mode is a program used to train 

the system about the human actions using the training video 

samples. Second, the testing mode is a program employed to 

test a video with unknown human action and identify 

(classify) what kind of human action is happening based on 

the training video samples.  

A. Training mode  

The training mode is always the initial stage in human 

action recognition. This mode consists of several processes: 

reading, computing AMI, computing contour feature (DCDS), 

computing silhouette feature (HOG), building feature vector, 

and saving the feature. These steps are repeated for a number 

of the training video samples. Figure 5 shows the main 

structure of the training mode. 

The training mode is started by the reading process, which 

reads a video, frame by frame, from the training dataset. Note 

that the aligned masks of the extracted objects from the 
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Weizmann dataset [2] are used. Thus, there is no need for pre-

processing steps to extract silhouette objects, such as 

background subtraction, thresholding, and aligning (centroid) 

objects. The alignment has an important benefit when building 

the AMI: it makes it possible to eliminate differences among 

videos in terms of the number of frames in each video sample. 

This is true especially for actions that have moving 

displacement, such as running, walking, jumping forward, etc. 

However, at the same time, the alignment has a deficiency, 

which is considered an additional pre-processing step for 

recognition. 

 

 
 

Fig. 5 Structure of training mode algorithm. 

 

Computing AMI is the second process in this mode. The 

goal is to compute AMI from all frames in each training video 

sample. In order to calculate these images, the total summation 

frame of all aligned frames of silhouettes is computed by 

using Equation 1. Before dividing it into the number of frames 

in the video to form the AMI, a filtering is applied to reduce 

noise in this summation, where all pixels with 1 value in the 

summation frame are converted into zero (0) values. The 

influence of the filtering is high on the experimental 

recognition rate results because these pixels either appeared 

one time accidently during all the frames of a video or most 

likely just a noise added to one of the frames. Other pixels, 

which have values more than one (1), are most likely the result 

of natural human action motion in the video. The importance 

of the AMI can be summarized as follows: eliminating 

differences in videos in terms of the number of frames and 

forming images that will be helpful later on in forming 

discriminate features. 

Subsequently, the process of computing DCDS feature 

starts with a few steps. First, the contour coordinate points are 

obtained for the AMI. Second, FDs are applied to these 

coordinate points to unify the number of these points since 

each contour boundary is different in terms of the number of 

points. In this work, the best result was recorded when the 

number of FDs was set to 30 points. Third, Equation 5 was 

used to calculate the CDS. Fourth, the 1st derivative of the 

CDS was computed using Equation 6, and the 2nd derivative 

was computed using Equation 7. After these four steps, the 

derivatives, which are 60 in number, were normalized and 

counted as the first group of recognition features. 

Next, after computing the DCDS feature process, the HOG 

feature process was started by obtaining the bounding box, 

which is the smallest box that contains all pixels of non-zero 

values around the AMI object. Then, the image of the 

bounding box was extracted. After that, the HOG was 

calculated for extracting the bounding box. In this work, the 

HOG parameters (NxN and B) were set to 3x3 and 8, 

respectively. This means that 9 overlapped windows were 

used for HOG. Also, 8 bins were used, which means that the 

gradients between every angle with a 45 degree will be 

counted as one bin. By the end of this process, the results of 

HOG will be 3x3x8 numbers. These 72 shape descriptors are 

the second group of recognition features. 

The final process, building one feature vector, is applied to 

combine both HOG and DCDS features to form one vector. 

Both groups are normalized in this process to have values 

between 0 and 1. After that, the feature vector is saved into a 

Training DataBase (TDB), which is a matrix where each row 

represents a feature vector of one training video sample and 

the number of rows represents the number of all samples. Each 

row contains (72+60), the numbers representing the DCDS 

and HOG features, respectively. 

Finally, all of the steps in a training mode are repeated as 

many times as the number of available training video samples. 

After finishing all samples, the TDB will contain all feature 

vectors. Later, in the next testing mode, the TDB is used to 

train the recognition system about the human actions. 

B. Testing mode  

The testing mode is the second stage in human action 

recognition. The testing mode consists of the following 

processes: reading, computing AMI, computing contour 

feature (DCDS), computing silhouette feature (HOG), 

building feature vector classifying based on the TDB, and 

identifying the action that happened inside the testing video. 

The main structure of the testing mode is shown in Figure 6. 

At the beginning, all of the processes of the training mode 

are repeated in the same manner to build the feature vector. 

These steps are the same in every detail between the two 

modes so that the comparison will be successful. 

Next, after building the feature vector for the testing video, 
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the classification process begins by using one of two different 

algorithms to classify this vector based on the vectors in the 

TDB, which have already been created in the training mode. 

These two algorithms are KNN and SVM; one of each is used 

in different experiments concerning human action recognition. 

For KNN classification, the 1st norm is used to calculate the 

distances between the feature vector of the testing video and 

each vector in the TDB. Also, for SVM classification, the 

LIBSVM 3.17 [20] is used with multi-class SVM type and 

linear kernel type, which provide better results than other 

SVM or kernel types. 

 

 
 

Fig. 6 Structure of testing mode algorithm. 
 

Subsequently, the final identification process is used to 

identify the action that happened in the testing mode using the 

KNN algorithm or the SVM algorithm. In the KNN, the action 

in the TDB that its feature vector has minimum distance with 

the feature vector of the testing video is identified as the action 

for the testing video. In the SVM algorithm, the class is 

already identified by the LIBSVM. 

IV. EXPERIMENTAL RESULTS  

In this section, the Weizmann dataset is described, and two 

different groups of experiments are presented. The first group 

experiment used the KNN as a classifier and the second 

employed the SVM. In both groups, three experiments were 

conducted. One used only DCDS as the feature for 

recognition. The second employed HOG feature only. In the 

third, a feature vector of both (DCDS and HOG) are combined 

and used. In the KNN experiments, the technique of Leave-

One-Video-Out (LOVO) was applied where one video was 

used for testing, and all other videos were used for training at 

each testing time. For the SVM, the Leave-One-Actor-Out 

(LOAO) technique was applied in rounds. In each round, all 

videos of one actor were used for testing, and the others were 

used for training. These rounds were repeated for all actors, 

and the average was calculated as a final result for recognition. 

A. Weizmann Dataset [2]  

In this research, the Weizmann dataset was employed to test 

the algorithms. This dataset was created by Gorelick et al. It 

consists of 93 low-resolution (180x144) videos recorded at a 

speed of 50 fps. The dataset contains videos of 9 different 

people with each person performing 10 natural actions: 

bending, jumping jack jumping, jumping, jumping-in-place, 

running, side jumping (gallop sideways), skip jumping, 

walking, one hand waving, and two hands waving. One of 

these actors performed three (3) actions (running, walking, 

and skip jumping) twice. One action is performed from left to 

right, and the other from right to left. All videos were recorded 

by a static camera; hence, the background in the videos is 

static, which is very suitable for background subtraction 

processing. Note that, the number of frames in each video of 

the dataset is different. Figure 7 shows one frame example for 

each action in the dataset. 

 

 
 

Fig. 7 Weizmann dataset frame examples for a different person 

performing a different human action: (top row) bending, 

jumping jack, jumping, jumping in place, and running; (bottom 

row) side jumping, skip jumping, walking, one hand waving, 

and two hands waving. 
 

B. K-Nearest Neighbor (KNN) Experiments 

The KNN was used as a classifier in all of the experiments 

based on the LOVO technique. Two types of features were 

employed: the first is derived from contour-based type; the 

second is silhouette-based. Using the KNN classifier, three 

experiments were conducted. In the first experiment, only the 

contour-based feature was applied. The silhouette-based 

feature was utilized in the second experiment. In the third, 
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both features were combined and used as one feature vector. 

1. Both DCDS and HOG Features Experiment 

In the first experiment, the KNN was used as a classifier, 

and both kinds of features (DCDS and HOG) were combined 

and employed as one feature for human action recognition in 

the Weizmann dataset. The setup parameters for the DCDS 

were as follows: the number of FDs points was set to 30, and 

the jump displacement among these points was set to 8 or 22 

points. The setup parameters for the HOG were as follows: the 

number of the overlapping windows (NxN) was set to 3x3, 

and the number of bins was set to 8. Also, the 1st normal 

distance for the KNN classifier was utilized. 

An optimal recognition rate accuracy of 100% was 

achieved, as shown in Table 1. It is obvious from these results 

that the combination of both DCDS and HOG led to an 

effective result in terms of the correct recognition rate. 

 

TABLE 1.  Recognition results of combined DCDS and HOG 

features using KNN classifier 
 

 
 

Moreover, the confusion matrix listed in Table 2 proves that 

this result is optimal because there is no confusion among all 

of the actions in the Weizmann dataset. 

 

TABLE 2.  Confusion matrix results of combined DCDS and 

HOG features using KNN classifier 
 

 

2. Only DCDS Feature Experiment 

In order to determine the effectiveness of the DCDS feature 

separately (without HOG), this experiment was performed 

using only the DCDS feature. 

This feature is a contour-based type obtained from the 1
st
 

and 2
nd

 derivatives of the CDS feature. The latter is computed 

using the FDs for the contour of the AMI. The setup 

parameters for this DCDS experiment were as follows: the 

number of FDs points was set to 30, and the jump 

displacement among these points was set to 8 or 22 points. For 

classification, the KNN was employed based on the 1
st
 norm 

distance. Note that, in this experiment, the setup parameters 

used were the same as those employed in the first experiment 

in order to make a fair comparison among these KNN 

experiments.  

In this experiment, a correct recognition rate of 83.87% was 

achieved, as shown in Table 3. This table shows the 

experimental results for each action in the Weizmann dataset, 

as well as the total result for all actions. 

 

TABLE 3.  Recognition results of DCDS feature using KNN 

classifier 
 

 
 

The confusion matrix for this experiment is provided in 

Table 4. The confusion matrix shows that 15 videos were not 

recognized correctly out of 93. This fault in recognition is due 

to the use of only one feature, specifically the contour-based 

type. This feature captures only the closed boundary (contour) 

details of the AMI and ignores all other regional (silhouette) 

details. As shown in Table 4, the confusion of 3 videos 

occurred in connection with the following actions: bending, 

jumping in place, and two hands waving. In addition, there 

was confusion regarding 2 videos for the jumping jack and 

skip jumping actions, as well as confusion of one video for 

walking and one for one hand waving actions. Note that this 

result is the least accurate among all of the experiments we 

conducted. 
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TABLE 4.  Confusion matrix results of DCDS feature using 

KNN classifier 
 

 
 

3. Only HOG Feature Experiment 

In order to find the effectiveness of each feature separately, 

this experiment was performed using only the HOG feature. 

This feature is a silhouette-based type and computed by the 

histogram of intensity gradients of the AMI. The setup 

parameters were as follows: the number of overlapping 

windows (NxN) was set to 3x3, and the number of bins (B) 

was set to 8. For classification, the KNN based on the 1st 

norm distance was also employed. Note that here the setup 

parameters used were the same as those employed in the first 

experiment using the KNN. 

As shown in Table 5, the correct recognition rate was 

90.32%. This table gives the result for each action in the 

dataset, as well as the total result for all actions. 
 

TABLE 5.  Recognition results of HOG feature using KNN 

classifier 
 

 

 

The confusion matrix for this HOG experiment is provided 

in Table 6. The confusion matrix shows that 9 videos were not 

correctly recognized out of 93. 

 

TABLE 6.  Confusion matrix results of HOG feature using 

KNN classifier 
 

 
 

These mistakes in recognition were due to the use of only 

one feature, which was the silhouette-based type. This feature 

captures only regional (silhouette) details of the AMI and 

ignores all other closed boundary (contour) details. Although 

the silhouette implicitly contains the contour (border), it is still 

not converted into the DCDS feature. Therefore, the results 

were not better than those in the first experiment using 

combined features, but they were superior to those in the 

second experiment using DCDS. This is due to the fact that 

the contour is implicitly contained the silhouette. The 

confusion matrix also shows that no more than one wrong 

recognition for each of the following actions: jumping jack, 

jumping, jumping in place, running, side jumping, walking, 

one hand waving, and two hands waving. 

C. Support Vector Machine (SVM) Experiments 

These three experiments were employed the SVM as a 

classifier and two features (DCDS and HOG) were also used 

to recognize the human actions. In the same manner as the 

KNN experiments, three experiments were conducted using 

this classifier. In the first experiment, both features were used. 

In the second, one feature of a contour-based type was 

utilized. In the third, only the silhouette-based type was used 

as a feature. 

1. Both DCDS and HOG Features Experiment 

In this first experiment of the SVM classifier, the two 

combined features (DCDS and HOG) were employed. The 

setup parameters for the DCDS in this experiment were as 

follows: 30 for the FD points and 8 or 22 points as a jump 

displacement among these points. Also, the setup parameters 
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for the HOG were 3x3 overlapped windows and 8 bins. Both 

features were combined and used as one feature vector to 

perform the human action recognition. The SVM based on 

linear kernel was applied as a classifier. 

The total result was achieved a correct recognition rate of 

98.88%, as shown in Table 7. 

TABLE 7.  Recognition results using of combined DCDS and 

HOG features using SVM classifier 
 

 
 

The experimental results for the confusion matrix are shown 

in Table 8. The matrix shows confusion only between the 

jumping forward and jumping in place actions. This confusion 

was due, first, to the similarity in these actions and, second, to 

the limitations of the linear SVM classifier. 

TABLE 8.  Confusion matrix of combined DCDS and HOG 

features using SVM classifier 
 

 
 

Furthermore, in order to make a fair comparison for the 

effectiveness of these features separately, the same experiment 

with the same parameters was performed twice using only one 

of these features (either DCDS or HOG) with the same SVM 

classifier. 

2. Only DCDS Feature Experiment 

This experiment was executed to find the effectiveness of 

the DCDS feature separately (without the HOG). The setup 

parameters for the DCDS were as follows: the number of FDs 

points was set to 30, and the jump displacement among these 

points was set to 8 or 22 points. For classification, the SVM 

was employed based on the linear kernel. Note that, in this 

experiment, the setup parameters were the same as those used 

in the first experiment.  

The experiment achieved a correct recognition rate of 

85.81%, as shown in the experimental results provided in 

Table 9. This was due to the use of only one contour-based 

feature type, which was the DCDS.  

 

TABLE 9.  Recognition results using DCDS feature using 

SVM classifier 
 

 
 

TABLE 10.  Confusion matrix of DCDS feature using SVM 

classifier 
 

 

INTERNATIONAL JOURNAL OF COMPUTERS Volume 9, 2015

ISSN: 1998-4308 45



 

 

Also, the confusion matrix is shown in Table 10. It reveals 

that 13 videos were incorrectly recognized out of 93. This 

table shows confusion in recognizing the bending actions 

occurred for 3 videos. The 3 videos that were confused 

contained similar actions such as: one hand waving, and two 

hands waving. Moreover, one video that was confused 

contained jumping in place, walking, side jumping, and skip 

jumping actions. These results were slightly better than those 

for the same feature using the KNN classifier. This was due to 

the use of different classifier. 

3.  Only HOG Feature Experiment 

In order to test the effectiveness of the HOG feature 

separately, this experiment was performed without using the 

DCDS feature. The setup parameters were as follows: the 

number of overlapping windows (NxN) was set to 3x3, and the 

number of bins (B) was set to 8. For classification, the SVM 

based on the linear kernel was employed. Note that, the setup 

parameters used were the same as those employed in the first 

experiment with the SVM.  

As shown in Table 11, a correct recognition rate of 92.22% 

was achieved. This table provides experimental results for 

each action in the dataset, as well as the total result for all 

actions.  

 

TABLE 11.  Recognition results of HOG feature using SVM 

classifier 
 

 
 

The confusion matrix is shown in Table 12. It shows that 7 

videos were failed to recognize correctly out of 93. These 

confusions happened twice in the jumping in place action, 

since of the similarity between the jumping in place and the 

side jumping. While it happened one time in 5 other actions: 

bending, jumping jack, jumping, walking, and two hands 

waving. In the comparison, this result is slightly better that the 

result of the same experiment that performed using the KNN 

classifier. This is also due to the behaviour of the classifier 

itself. 

 

 

TABLE 12.  Confusion matrix of HOG features using SVM 

classifier 
 

 
 

V. CONCLUSIONS  

The research reported in this paper demonstrates optimal 

human action recognition in terms of recognition rate accuracy 

by combining two different kinds of features. The first feature 

concerns the boundary coordinates (contour-based type) and is 

called DCDS. The second is the regional appearance 

(silhouette-based type) and is called HOG. Combining these 

features leads to the formation of a strong complementary 

feature vector that captures effective discriminant details of 

human action videos. The KNN experimental results achieved 

a correct recognition rate of 100%. This result demonstrates 

that our algorithm promises excellent results in terms of 

accuracy for human action recognition. 

Moreover, the best SVM experimental result achieved was a 

correct recognition rate of 98.88% of correct recognition rate. 

This result is very close to the optimal solution and indicates 

that these combined features can be applied in different 

classifiers successfully. In addition, the algorithm used in this 

research applied a new DCDS feature which is very useful for 

human recognition; it is also low time computation and 

complexity. It is proven based on the results, in this research, 

that these features types (contour-based and silhouette-based) 

are very effective in terms of accuracy, especially when they 

are combined (e.g., the combination of  DCDS and HOG 

features). 
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