
 

 

  
Abstract— In this paper, we propose a new motion vector 

smoothing algorithm to be used for motion-compensated frame rate up 
conversion (FRUC). The FRUC techniques are used to enhance the 
visual quality of the low frame rate video on display. Motion 
estimation process searches a motion vector which refers the relative 
block position where it has the minimum sum of difference (SAD) 
between the reference and target block. By using the motion vectors 
obtained from motion estimation process, the new frames can be 
interpolated. Because of plane region and repeated pattern of the 
background, motion estimation sometimes produces outliers. To 
detect and correct the outliers of motion vectors, motion vector 
smoothing process is utilized. In identifying the motion vector outliers, 
the proposed algorithm uses distance of neighboring motion vectors as 
weights for producing corrected motion vector. The experimental 
result shows that the proposed algorithm gives the best objective and 
subjective results. 
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I. INTRODUCTION 
RAME rate up-conversion refers to the technique that 
increase frame rate of the video from the one with a lower 

frame rate through the process of producing new frames and 
inserting them into the original video. FRUC has been used for 
the conversion between two display formats with different 
frame rates, or to remove the temporal redundancy in video 
coding. Recently, FRUC has become a new area of applications 
to the reduction of motion blur of the hold-type displays such as 
liquid crystal display (LCD) [1], [2]. As the motion blur of the 
moving image on the LCD can be greatly reduced, major 
display manufacturers increase the frame rate of the TV from 60 
Hz to 120 or 240 Hz.  

Normally, motion compensated FRUC conducts two 
processes for interpolating a new frame. First part is motion 
estimation (ME). The ME process searches motion vectors by 
calculating the displacement of moving objects between two or 
more consecutives frames. Second one motion compensated 
interpolation (MCI) [3] which is a process to make an 
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interpolated frame with motion vectors obtained from ME 
process. Image quality of the FRUC obviously depend on the 
accuracy of the motion vector, therefore motion compensation 
in FRUC needs to find the true motion trajectory rather than the 
one with minimum residual energy.  

Until now, several ME algorithms have been introduced and 
the most popular method is block matching algorithm (BMA) 
because of its superior scalability [4-6] and easy to implement in 
software and hardware [7], [8]. In FRUC, there are two motion 
estimation methods, bidirectional and unidirectional ME 
(UME). The bidirectional ME (BME) is an efficient method to 
reduce hoes and occluded region. Many BME algorithms are 
proposed such as extension of original BME [9], overlapped 
BME methods [10-12], and multi frame based BME [13, 14]. 
To overcome the weakness of the UME method, several 
algorithm try to use both forward and backward motion vector 
to better motion vector estimation [4, 15] and other algorithm 
using both BME and UME [16].  

Either BME or UME algorithm produces outliers which mean 
incorrect motion vector and many algorithm motion vector 
smoothing method to correct the outliers by using the 
information relating to adjacent blocks in the MV field [17]. It is 
generally used for post-MV processing after the ME process. 
Many existing motion vector smoothing (MVS) algorithms 
successfully detect and correct the outliers. However, previous 
work reported that they still suffer from false MV correction and 
residual error after correction  

In this paper, we presented advanced MVS method utilized 
the correlation between neighboring MVs to adaptively 
generate the MV.   

II. PROPOSED ALGORITHM 

A. Bidirectional motion estimation 
Conventional BME searches a motion vector by using 

temporal symmetry between the corresponding blocks in the 
previous and current frames as shown in Fig. 1. When finding 
the best matching block, the BME uses the sum of bidirectional 
absolute differences (SBAD) which is given as follows: 
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where (dx,dy) denotes the candidate motion vector, and fn-1 and 
fn are the previous and current frames. Wx and Wy denote the 
horizontal and vertical positions of a block respectively, and S 
represents the search window. From eq. (1), the final motion 
vector is selected when the candidate motion vector has the 
minimum SBAD value in the search window. 
 

B. Proposed Advanced Motion Vector Smoothing (AMVS) 
After obtain the motion vectors using bidirectional ME, the 

proposed algorithm checks the motion vector reliability using 
the neighboring motion vectors to find the outliers. The 
proposed AMVS process uses a 3 x 3 window as shown in fig. 2 
[15]. The outliers are detected by calculating the mean (vm), 
mean of the distance between each motion vector and vm ( mψ ) 
and the distance between vm and target MV ( 0ψ ). These values 
are given as follows: 
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If 0ψ  is larger than mψ ,  vc is marked as outlier because it 

can be considered it lies far from other MV group. If vc is 
marked as outlier, than we need to correct the MV.  

The proposed algorithm considers the reliability of the eight 
neighboring MV to produce more accurate MV using given 
information. Previous algorithms use median filter or just mean 
of reliable neighboring motion vectors. However, the proposed 
algorithm produces the corrected MV adaptively by using the 
weight w based on distance from the vm of each MV which is 
given as: 
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where wi denotes weight for ith MV. Using these values the final 
MV ( '

cv ) is calculated as follow 
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where mi denotes a mask which is 0 when vi is outlier and 1 
when vi is inlier.  
 This calculation process is adopted vertical and horizontal 
MV estimation, respectively. The proposed algorithm considers 
the amount of reliability among the inlier motion vectors by 
using weight based MVS. Therefore the proposed method can 
improve the accuracy of the estimation process.  

III. EXPERIMENTAL RESULT 
In the experiments, we set the block size and overlapped 

block size to 8 x 8 and 12 x 12 and the search range was is set as 
16 pixels. We have conducted simulation experiments on 7 
standard image sequences of common intermediate format 
(CIF: 352 x 288) and 30 Hz frame rate. For the test sequences, 
we remove the odd frames and interpolate new frames from the 

 

 
 

Fig. 2 3x3 motion vector window 

 

 
Fig. 1 Bilateral motion estimation 
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even frames using the FRUC algorithms. A purposed of the 
experiment is to compare the performance of the MVS 
algorithms; therefore every algorithm is tested on same 
condition. To evaluate the performance of the proposed 
algorithm, it is compared with bidirectional MV algorithm 
without MVS, bidirectional MV with MVS algorithm used in 
[11], [15], and [9]. MVS method used in [11] and [15] are based 
on the median filtering method and [9] adopts the MV averaging. 
We evaluated the objective image quality of the interpolated 
frames from the proposed and existing methods in terms of the 
peak signal-to-noise ratio (PSNR) which is given as: 
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where W and H denote width and height of the frame, 
respectively. fn and n̂f  denote the original frame and 
interpolated frame, respectively.  
 Table I shows the PSNR results and the highest values are 
marked as bold. From the results, the proposed MVS algorithm 

   
(a)           (b)           (c) 

  
(d)          (e) 

Fig. 3 Interpolated frame of Mobile, obtained using (a) BME_only, (b) BME with [11], (c) BME with [13],  
(d) BME with [9], and (e) BME with proposed algorithm 

 

   
(a)           (b)           (c) 

  
   (d)            (e) 

Fig. 4 Interpolated frame of News, obtained using (a) BME_only, (b) BME with [11], (c) BME with [13],  
(d) BME with [9], and (e) BME with proposed algorithm 
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shows the best objective performance in terms of PSNR. The 
proposed algorithm improved the average PSNR by 1.0 dB, 0.7 
dB, and 0.3 dB comparing to method used in [15] [11], and [9], 
respectively. Except the football sequence, proposed algorithm 
has the best objective performance. 

Fig.3 and 4 show the subjective performance comparison. In 
Fig.3 (a), the characters in the calendar area are severely 
corrupted when MVS algorithm is not applied. The MVS 
algorithms significantly improve the subjective results however 
there are still outlier MV. The proposed algorithm produces 
most clear image than other algorithms. In Fig. 4, there are some 
untrue MVs in the backscreen area when MVS algorithm is not 
applied. In fig.4 (b), MVS method in [11] generates incorrect 
MV during the MVS process; therefore the male dancer area is 
blurred. MVS used in [15], [9] and the proposed algorithm do 
not produce any blurring artifacts as shown in Fig 4 (c), (d), and 
(e). However MVS in [15] produces more incorrect MVs and it 
causes blocking artifact. From the objective and subjective 
results, the proposed MVS method shows the best performance 
than the other MVS algorithms. 

IV. CONCLUSION 
In this paper, we proposed advance motion vector smoothing 

method. The proposed algorithm detect the outliers using the 
distance of MVs in the 3x3 size of motion vector window, and 
corrects the outlier MVs by combining inlier neighboring 
motion vectors with adaptive weights. From the experimental 
results, the proposed method gives the best performance in 
terms of PSNR and subjective quality. The proposed MVS 
algorithm can be adopted other FRUC algorithms and it can 
help achieve further performance improvement. 
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TABLE I 
PNSR PERFORMANCE COMPARISON 

  No_MV
S [15] [11] [9] Propose

d 

Forman 26.23  30.29  29.89  30.35  30.74  

Mobile 23.22  25.56  26.11  26.82  27.54  

football 23.08  22.81  23.37  23.50  23.48  

News  30.76  33.70  34.14  34.47  34.86  

Stefan 23.29  24.40  24.38  24.89  24.96  

Bus 20.17  21.03  21.41  21.98  22.03  

CoastGuard 30.38  31.96  32.91  33.24  33.71  

Average 25.30  27.11  27.46  27.89  28.19  
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