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possibility for many universities, research unitgl anstitutes
Abstract— This paper summarizes the current situation in thto get products on the market.
development and research of OLE for Process Con{OPC). It The roots and necessity of OPC has been set ieaHg
details the different current standards and dissusse latest draft 1980s. when networks and bus systems were developed
version which is the OPC unified architecture. Thisv standard designed and established by companies and acadewé.

tries to combine all different previous standardsl adoes not . . o
distinguish between process values and events thed process data [12] 50 different network systems were designechiwifew

types. Therefore, one server is necessary andneofos each type as Years for different applications. Few vanished itfiia air, but
it is currently. Additionally, this papers descibeurrent problems most are used in a specific application area. Aawd, mostly
when using OPC, such as security issues when slét servers are developed by big companies, became standard, wisch
operating on different computers and it detailsdifferent strategies ¢ always the best ones.

to implement redundancy structures into the OP@ntli server

. ; . However, with the establishment of a number ofedéht
architecture, which necessary in process control.

networks for different application or industry bches, the
Keywords—About four key words or phrases in alphabeticafeaI problems started. For example CAN-Bus sys@msised

order, separated by commas. in cars, Profibus and its derivatives in proceshigtries and
most office networks are using Ethernet. For exgngle bus
I. INTRODUCTION ON OPC system, manufacturers have to develop drivers aaithtain

IT appears that about every two years an acronymm frd 3l [11]_ them as shown in the ﬁgl_”_e below. In thast,
industries cleaves its way into academia; researeine COMPanies who had developed specific bus systeers mot
developer at universities start to show interedtthen nothing interested to let competitors into the. market arwr[_d)t give
happens. The publications about this particularictopre ~CPEN access to the protocols, or published onls dit.

marginal and the interest vanishes. In 2002 thergon of ’ _ ’ _ ’ _

interest was “HIL” meaning 'Hardware in the Looistill up 'Application 'Application 'Application
to day a few companies are still using this acrangmainly A B C

those who either invented it or were one of thobe wmade it
popular, but many research departments were usindnare
in their development stages and development loapsy |
before, without given it a specific name. So thaswothing
original or new, but rather disappointing and &t ¢md it was a
name for something, which has been establishedddiréor
many years.

When in 2005 the acronym OPC made its way int | | b | b
academia, again, many researchers were enthuskstiot | Server | Server | Server
OPC, but the interest decreased rapidly. The nundjer | “ | A | B | C
published papers is not increasing, especially urofe.
Although this acronym is again from industries, efhimakes a
lot of researcher suspicious, but OPC is not a ae@ fancy
name for something already used for many yearsaritbe a

Fig. 1 Communication with out OPC
If the manufacturers made changes on the bus systam
nodes or protocols, then system drivers had todpested and
re-tested, which is cost intensive and provides igh h
possibility of errors [3], [11]. Additionally, costners were not
Manuscript submittedugust 31, 2007; Revised received Nov. 5, 2007 delighted if just because they bought few new ndes, parts
M. H. Schwarz‘ is Wlth the_z Department of Computechéecture and of the bus system did not work or they could nat tiee new
System programming, University of Kassel, Germatyfe: 0049-561-804- . L. . .
6594 e-mail: m.schwarz@uni-kassel.de) nodes [3], [11], [12]. Universities and institutiead basically
J. Borcsok is head of the department Computer atbire and System NO chance to sell their developments and get imtonbarket
programming, University of Kassel, Germany, additity, he is the head of gyen if the development was more innovating, anaepful;
the development department at HIMA Paul Hildebra@abhbH + CoKG, . | d di ized . had |
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which was and still is impossible for universities.
In 1996, a few companies realized that the cursénation
was far from optimal. Therefore, a task force wstalglished

A. Data Access (DA) specification

As stated in the introduction this specificationsvibe first
one released by the OPC foundation in 1996, cuyresiease

in the summer of 1995, with members of the commanieyersion 3.0 is the latest one. It defines an iatefbetween a

Fisher-Rosemount, Intellution, Intuitive Technolpdgoto22,
Rockwell [3] Software and Siemens AG to find a siolu for

the increasing problems. Members from Microsoftvited

support. This task force aimed to develop a stahbased on
Microsoft's OLE/COM/DCOM technology, for the accesk
real time data under the operation system Windewgch was
named OLE for Process Control (OPC) [3]. It wasueed that
an open participation was possible by incorporafeefback
and obtaining acceptance from both industries awduser. In
December 1995, a draft version release was edtedlisor
review by industries to provide feedback and tovje

sample code. In August 1996 the first OPC spedificawas
released. The figure below shows the OPC servdiehtc
approach.

| A | B | C

Fig.2: : Communication with OPC

Different and new specifications followed such las OPC
Alarms & Events specification, OPC Data Access Wer2.0
and Version 3.0, OPC Historical Data, OPC-Batchcesses
specification and so one. The remaining paperrigtire as
follows: A short review of the current availableesfications
is given in section 2. In section 3 current proldesnd
solutions are presented, and a short introductmnOPC
Unified Architectures and XML-web services is giveA
possible future way of OPC is presented in secliand the
paper closes with a short summary in section 5.

Il. OpC

The OPC foundation released several specificatimmns
different data communications on the bases ofemntli server
architecture. OPC specifications are definitionscofmmon
interfaces to allow applications, OPC server, OBiéntand
devices to exchange data, events and informatibe. PC
driver and OPC interface need only to be implentmece.
In the following the most common specifications atertly
detailed.

client and a server to exchange process dataqB]i41]. The
data access server allows one or several clieatsdhnection
to different data resources. It does not matterratiee data
resources are located, it could a data acquisitamd on the
same PC, sensors or control and automation uniteemed
via a communication network. A data access clientalso be
connected to several data access servers. Foeffulttails it
is referred to the OPC DA-standard [3], [9], [11].

B. Alarm and Event (AE) Specification

The Alarms and Events specification defines arrfiate for
server and clients to transmit and acknowledge strizctured
way occurred alarms and events. The AE-server eaeive

and capture data from different sources such as PLC

(programmable logic controllers), control units a@hsors, it
can analyze data and decide if a an event occuitei.
important to note that AE server and DA server banve the
same data sources [3], [9], [11]. The differencthit a DA-
server provides a continuous data stream. The atémn
transition of values can be accommodated by aivelahange
of the value. This adjustment is only possibledpbalog values
[11]. An AE server does not sent process valuesdient, but
the information that something happened or occureeg. a
valve has opened, or a temperature has reachettititsal
value. Criteria have to be defined and determinééthvare
used by the server to decide that an event or alaas
happened. It is important to note that the speatifim does not
oblige how the decision has to be executed or havitarion
has to be determined. An AE-server can directheitexthe
alarms or events from the process units or canwedbe data
from a e.g. DA-server [3], [9], [11].

C. Historical Data Access (HDA) Specification

The historical Data Access server provides a clisith
historical process data. It has to be distinguidhettveen row
process data and aggregated data, which is pratdas® The
aggregated data is created only on request frotieat.cThe
data access can be with the states readable, leritaid
changeable. Two different HDA-server client impletaions
exist [11]:

The first model structure offers simple trend dathich has
only few optional interfaces implemented and thénndauty of
the server is to store row data. The second apprima
complex server with data compression and data sisalyhe
server can summarize data and analyze them, ftanios it
computes the mean value, minimal or maximal valie fer
the row data, and allows to renew data and to adhents.
The specification does not state the sources ohitsterical
data, which could be a database [11]. A HDA seivesimilar
to a DA server, but a HDA server does not have @jgcts
such as OPC-group or OPC-Item. The client addretisestly
data points via handles. The reason is that a Dyese
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provides a persistent access to process data, wdieh
structured after certain criteria and thereforngert or delete
OPC-item objects are an exception. The number otgss
data a DA server provides are in the range of 10@B1
variables. The number of process variables a HD#®ese
supplies is in the range of 1000 to 10000. A clidaés not
want to read this data persistently but maybe anaay or
once week. Therefore, a different structure is used
comparison to DA-servers [3], [9], [11].

D. OPC Batch Specification

The OPC batch specification is not an entirely new

interface, rather an extension to the Data Accesexification

for the special case of batch processes. A batcdteps

consists of different formulas and recipes to fedite or

produce products. Within the execution of the bagclievices
have to communicate and exchange information. Oda¢a

are sent and report information are received. Risdfor

batch processing have to be manufactured accortdirtpe

IEC 61512-1 [11]. This includes the visualizatioreport

generation, sequence control systems and equipBetween

these components and products, information abowt

properties of the equipment, current working cdodg,

historic data and substances, volumes and capditye batch
have to be exchanged. The OPC specification supp
interoperability between different components, pments and
system of the batch processing industries. Theseftinis

specification does not describe a solution for batgulation

problems, but solutions of different manufacturams a

heterogeneous environment [3], [9], [11].

So far, the common used specification for
development are detailed. In the next section atipeoblems
and future directions of OPC will be described,|gred and
evaluated.

New approaches such as XML web services and Mift'sso
.Net technology are seen as new possibilities folustrial
connectivity especially in connection with OPC aitdis
believed that they will replace Microsoft's COM /CDM
technology and its disadvantages [4]. This seatidindiscuss
this new approach and security issues when OPGédd in
networks.

Additionally, a new specification OPC Unified Artdcture
(OPC-UA) is seen as a specification which will eagd all the
other previous OPC specifications such as OPC Batass
(DA) or OPC Alarms and Events (OPC-AE), which ussfiall
different OPC specifications [1], [4], especiallen using the

3 CURRENT SITUATION AND PROBLEMS OF OPC

OoP

they using Microsoft's COM technology (Componentj&i
Model) to exchange data. But when OPC applicatiare
installed on two separate PCs then they using Mdfits
DCOM (Distributed Component Object Model). The COM
messages are then basically wrapped in a Micresaftirity
layer, called DCOM [2], [4], [5]. Under certain cirmstances,
DCOM technology can detect timeouts which can l¢éad
unreliable data transmission:

Hardware problems, such as faulty network cards,
router switches

Overloaded networks

Networks based on satellite
communication

Most networks have the same problems, an speci@nac
and preparations have to be taken [4].

An example will illustrate those problems. It isased that
OPC-applications are running on two different P@s are
communicating and exchanging data via DCOM. Aftee o
application has sent a request, but before the nseco
application has replied the communication link tenapily
tﬁ)reaks [4]. The application can be forced to waitta six
minutes to recognize that an error occurred, evethe
communication link is established again. It is possible for
igsers to change the six minutes time [4]. The de®dn
dpplication just waits for DCOM to answer. All pess data is
unavailable during this time. And just imagine thjgplication
is a controller device which needs several datatpoper
second to calculate the appropriate controller wtuip be send
to the process. Software developers have to buitd@itoring

evice around the DCOM communication to observe ithia
unctioning correctly [4]. XML web services is sees the
successor of DCOM, especially in combination witlP@
unified architecture. But up to now, DCOM espegiaih
combination with OPC-DA will continue, since DCOBI fast,
which is necessary for real time requirements gdications.
XML web services are at the moment still poor witesomes
to applications which need fast process updates) as field
devices or monitoring systems [4].

Another important issue is that COM/DCOM is based o
Microsoft operating system. Other such as UNIX,Lorux
need special drivers and software to be used foC.OP
However, many OPC-manufacturers and developersigaov
such software and drivers so that OPC can be usermn-
Microsoft platform [2], [3], [4].

links, wireless

B. Security

Security is becoming more and more an importanteisa
process and automation industries. Until the lastade

new XML web services. Many managers and processisiness network and process networks were stdetharated

engineers fear that the OPC-DA and OPC-AE senients!
will be soon outdated and think about the pointinme when
they should swap the technologies [1], [4], [11].

A. COM /DCOM Technology

OPC communication is based on Microsoft's COM/DCO
technology. When OPC applications are installeé &C then

24

[5], [6], [8]- This was also a borderline for matias software
such as viruses and worms. This borderline wiltesofand
probably will vanish within a few years time. Sindbe
introduction of fieldbus systems and communicatietworks
in industries, more and more devices are gettimgeoted via
Msuch communication systems. PLCs can be easilyramuged
via a communication network, and engineers do mednto
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program each PLC manually by plugging a commurocati
link, like a RS232 interface, into the PC or laptopd do the
programming. Today, data and reports are already fsem
the PLC to operator systems via Ethernet. Vendord a
manufactures are planning to use Ethernet for #dwcds and
sensors as well. Sensors, PLCs, PCs, operatonsyst#l use
Ethernet, but with different communication protadProcess
and IT engineers fear that all the problems withicizus

limit the traffic in only on way. Or to allow cli¢s only access
to certain tagged data, which can be set by theesewith
read/write or read only privileges. Additionally, special
interface can be installed, which communicates WithOPC-
server only via COM and provides the data and otstthe
privileges for clients using DCOM. This would segiar the
server from direct access by any client [5], [@&]. [Another,
and probably most promising way is to tunnel théadeom

network attacks will be carried into the processaamand the OPC-server to the OPC-client. Companies such as
viruses and worms will corrupt the system, from PioCthe Matrikon-OPC [5] already provide such software.wibrks
sensor area [5], [6], [8]. However, this scenariesl already similar to a VPN connection. The advantage is Seturity
exist. Microsofts DCOM supplies an easy to usdeatures such as firewalls do not have to be seedf but
communication framework for remote applications. @NL additionally DCOM can be removed from the systeBjs[p],
allows software developer to reuse Microsoft’'s mdthand [8]. A tighter security level and configuration cha used. The
functions in their own application. This was onetlid reason OPC-server accepts only data from the tunneled exdiion
why the OPC foundation selected DCOM as the bas®RC from the OPC Client with the correct IP address Thta can
communication [5], [6], [8]. DCOM requests many {gofor be encrypted and looks from the outside just aata stream.
locating other hosts, resolving names, sending. datthese Standard TCP/IP, HTTP, HTTPS communications canseel
ports are unavailable, then DCOM starts automdgiced and therefore DCOM is not necessary
search for others. All services and ports used BOD! are This section briefly discussed security issues ftacises
targets for hackers. Has the virus infiltrated slgstem, then it using OPC, or other applications in communicatietworks.
has full access to all process components via fR€-Eerver. C. 3.3 Redundancy
Therefore, the OPC-server is the largest risk falota cannot T . i o .
be restricted in its methods [5], [6], [8]. Normalthe OPC- In m.any industrial apphcatpn for process and glabon
server gives full access to every client. Howetke, OPC- [ndustries, redundancy is an important featurenteiase the
server has to be protected. efficiency and re!|ab|l|ty of the systgm [6], [?Ekedundancy is
P ~ needed when either the communication link from @RC
Application server to the devices fails (Link based failure) ibrthe
* communication between the server and the clietd {@ibject
OPC >_ . based failures). Object based failures occur winenéectual
Interface Client link between the client and server breaks down evtiik
| based failures occur when the physical link to tlewices,
A Tunnel control units or systems breaks. From this viewnpadhree
- different redundancy strategies exist and are digtelow.
Figure 4 shows all different redundant strategies.
e Device Level Redundancy
e Server Level Redundancy
Data » Application / client Level Redundancy
exchange Client1 Client2 Client3 |  Application /Client
< » Network Level Redundancy
Server Level
Server2 , Redundancy
v
Tunnel — o0 o3 Device Level
| — Server Dewcel! Device Device! Redundancy
Intcé;gce Fig. 4 Differen_t redundant strategies
(SRS In a Device Level Redundancy strategy, controlarslata
OPC-Server collection devices are implemented in a redundant
configuration. If the server-device connection dailhen the

I>

Fig. 3 Secure communication
An easy but very restricting way to protect theveeris to
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device support or redundant communication chanappart
[7], [11].

not be necessary to have a link to two serversndunormal
operations, then one servers provides the prooéssmation

Server Level Redundancy is available when two ssrvethe second one is in standby mode [11].

provide data to a client. One can be the primaryesethe
other is in standby mode, or both are operatingisameously.
It is not compulsory that the client is designedriedundancy,
since every client can be connected to severakserv

f the communication between one server fails tlieimdant
server supplies the necessary process data. Ittniigh
necessary to keep data on both servers consistggcially if
an OPC-server with historic data is implementederfha
server has to possess an OPC client itself to epdia from
the second server as shown in Figure 5 [7], [11].

Client

Time Stamp Check

Time Stamp Check

Data Check Data Check
e
Quality Check Quality Check
Sensor Value Client Client Sensor Value

Fig. 5 Redundant OPC server structure with an amidit client to exchange
process values

Application or Client Level Redundancy exists, wherm
clients or applications are implemented redundditthe
connection or link to a server or the applicatitself fails then
the second client starts operating. Figure 6 shbeprinciple
of a redundant client application. The client rgesifrom two
servers the process data, its quality and timepstam

\

l Client Display l

P carpciec

\\ PC PC II
\ !
AY
A 1/
AY
N U !
+—> >

Fig. 6 Principle of a client based OPC structuréhwie client
If one of the free values differ, then client infig an
operator, or sends out an alarm. In many applicatibmight

From figure 6, it can also be seen that a nornmiahtis not
satisfactory for being used in a redundant approashit
compares the data from two servers, which a nowtiaht

would not do.

‘ Display of the Client l l Display of the Client l

Time Stamp Check Time Stamp Check

Data Check

Data Check

R —

Quality Check

e

Quality Check

Fig.7 Principle of a client based OPC structurehwitvo clients using a
heartbeat signal

Another redundant application or client level agmio uses
at least a heartbeat signal as shown in figure herd two
clients are active and inform each other aboutiisenit health
state, or activates the second client if a standimde is
preferred [11].

Although, OPC server client architecture can beaaded
with redundant architectures, it has no redundamttegjies
from base development. Which means, additional exica
implementation and design is necessary to achieve
redundancy, the original concept has not anticgate
redundancy from the beginning.

D. XML-web services

XML web services are seen as the successor of COM /
DCOM implementation and might become in process
industries synonym for OPC connectivity and MicriisaNet
technology [4]. XML web services are based on XMida
very popular amongst different standards basedelsodi is
easy to understand and is independent from a $pecif
operating system. Developers are not tied to angrmmming
language to implement web services. Applicationgetigper
can quickly create and use XML web services emplpyi
existing tools and frameworks. Web servers suppig t
essential infrastructure to exploit XML web serdce
Furthermore, this technology is accepted in prac¢iiedustries
and in the business world. Figure 7 shows the gémencept
of XML web services [4].
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Fig. 8 Concept of XML web services

Currently, XML-web services still have few drawback
With XML-web services it is not possible to creatéreport
by exception” (RBX). It only can provide a “poll pert by
exception”, which means poll once and the drivgrorés the
changes while the services were disconnected. mieithod
works well for data collection from remote sourtes do not
require real time information. So far, this methid not
applicable for real time application such as mam
systems, or control devices. Another drawback & XML
messages are large in comparison with messagetedrby
DCOM, which is not a problem for business applmagi but
not suited for process real time applications [4].

However, XML-web services are a very new technolfmogy
applications in process and automation applicatithverefore,
this problems will be solved in the near future &dmel present
limitations will vanish.

E. OPC Unified Architecture

Currently, OPC Unified Architecture [3], [4], [18§ill not
currently supersede OPC Data Access, OPC Alarmyeéhts
and OPC- Historical Data, but complement them. QRCis
based on XML-web services and is a platform inddpanh
standard. In general, the OPC-UA specificationrgaaized in
several specification chapters. Chapter 1 to 7 iBpecthe
central potential of OPC UA. It defines the struetwf the
OPC address space and the services that are plloGtepter
8 to 11 apply these capabilities to current spesadifon of

mm

integrated set of methods [9], [10].

The OPC-UA also includes redundancy concepts figint
the beginning. Redundant clients and redundanesean be
designed and implemented in a consistent way, wbichbe
used for a higher availability, higher fault toleca or to
balance the load a server or client. Since a whekeription
of this standard would be far beyond of the scopehis
papers, the authors refer to the new standard [10].

IV. FUTURE OFOPC

Although, OPC United Architecture in combinationthwi
XML-web services has performance issue to be solswch as
the large size of XML messages and how it can led ustrue
real time applications, it will probably replace R{DCOM
technology, soon. Additionally, it provides an umif
architecture from the bottom line of process cdntoothe
business line and applications like Computer Maiahce
Management Systems (CMMS), Enterprise ResourcenfPigin
(ERP) and Enterprise Asset Management (EAM). Sscard
redundancy issues are considered in the standgrdfrom the
beginning. The current OPC standards and the nemodogy
have still a high potential for practical researemd
development.

V. SUMMARY

Although, OPC is widely used in industries, it erdlly used
in European academia. The matured standards halNe st
enough potential to be used for research and pedcti
applications. The new OPC-UA standard has mangsstube
solved, which is also a good and interesting apeaesearch.
Since the new standard will be used from the bottom
(where still issues exist to be solved) to the tom of
management, all different disciplines can work affecent
areas and are needed to understand all the diffpreblems.
Hopefully, European academia do not leave this tveafew

OPC-DA, OPC-AE and OPC-HDA [9], [10]. The standardcompanies, but getting involved.

states how various systems,

messages from server and clients via different sypé
communication networks. Also, it takes the lackseturity
from the previous standards into account. It definesecure
but robust communication which can identify andhatitze
clients and server and resists attack from harrsfitware.
The new standard defines services which shouldrbeiged
by servers for clients, and how servers can indiacahich
services they provide. Servers characterize thecblmpodels

units and devices can
communicate with each other by sending and reagivin
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