
 
 

 
Abstract—AI technology brings many revolutionary 

innovation opportunities to the e-sports industry. With the 

help of data mining, we can analyze the advantages and 

disadvantages of competitors, and predict the trend of the 

situation in the future. With the help of the agent created by 

intensive in-depth learning, it can assist players of different 

levels to carry out routine training, so as to improve the 

overall activity of the game. With the help of AI's big data 

advantage, AI can assist E-sports teaching to regard 

E-sports specialty as an experimental platform for using 

cutting-edge technology to reform and innovate traditional 

education and provide forward-looking guidance for future 

education. This paper uses CNN, LSTM, and LSTM + CNN 

three model to predict the outcome of the game according to 

the heroes selected by both teams, and has achieved good 

prediction results. 
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I. INTRODUCTION 

E-sports is a kind of intellectual antagonism among people, 

which uses high-tech hardware and software equipment as 
sports machinery; through sports, it can exercise and improve 
the thinking ability, reaction ability, coordination ability of 
mind, eyes and limbs and willpower of participants, and 
cultivate team spirit. “Standardization refers to the unification 
of repetitive things and concepts through the formulation, 
release and implementation of standards in the social practice of 
economy, technology, science and management, so as to obtain 
the best order and social benefits” [1]. 

According to Newzoo, a company that specializes in digital 
media and market data, the total number of global E-sports 
audiences will grow to 495 million in 2020 [2].  Among them, 
core E-sports fans will account for 223 million, with a 
 
 

year-on-year growth of 25 million and will grow to 295 million 
in 2023 with an annual compound growth rate of 11.3% 
(2018-2023). Meanwhile, by 2020, the number of occasional 
noncore viewers will reach 272 million, up from 245 million in 
2019. E-sport's audience attendance is also amazing. In 2017, 
E-sports officially became the official event of the 2022 Asian 
Games [3], indicating that the social recognition of E-sports has 
greatly increased. 

With the rapid development of e-sports industry, AI is 
quietly changing the development mode of this industry [4], AI 
can not only bring revolutionary opportunities for the 
development of e-sports, but also E-sports provide excellent 
opportunities for the development of AI. “Rather, games 
provide ideal environments that simulate the real world. AI 
researchers can conduct experiments in games and transfer 
successful AI ability to the real world.” [5]. Therefore, the 
application and development of AI in E-sports is not only for 
games, but also has a long-term strategic significance for real 
life.  

In 2017, AlphaGo defeated world Go champion Ke Jie, 
which symbolized the end of AI for today's Go world [6]. 
However, compared with the complexity of RTS (Real Time 
Strategy) type E-sports games, the difficulty of Go is dwarfed. 
“There are four major aspects that make RTS games much more 
difficult compared to GO: Computational complexity; 
Multi-agent. Playing; Imperfect information; Sparse and 
delayed rewards.” [4]. Therefore, the field of E-sports is still a 
blue ocean for AI, and it becomes an excellent place to test AI 
performance. 
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Figure 1: The general layout of a typical MOBA game  
Different from the development direction of AI from simple 

to complex, the development path of E-sports in recent years has 
always been from complex to simple [7]. The biggest turning 
point of E-sports development is the comprehensive 
transformation of RTS games to MOBA (Multiplayer Online 
Battle Arena) games. MOBA is a 5v5 real-time strategy game. 
Players control a character in the game, that is, "hero" (take 
DOTA2 as an example, select from 119 hero pools), and push it 
to the enemy base for the ultimate purpose of winning. The 
whole process ends in more than 40 minutes [8]. 30% of online 
game players in the world are loyal fans of MOBA and 
especially the growth speed of mobile MOBA is the first [9]. 
This phenomenon proves that E-sports gradually spread from 
the core players to the pan entertainment players, and the 
threshold of Esports is getting lower and lower. 

Compared with PC, mobile MOBA game has three 
advantages: lower equipment requirements, fragmented 
entertainment mode and stronger social media function [10]. As 
long as players use smart phones, they can participate anywhere 
and anytime in E-sports. Undoubtedly, the threshold of E-sports 
has been lowered to the lowest level. As the leader of mobile 
MOBA games in recent years, Honor of Kings downloaded 
more than 800 million times in the App market, with more than 
200 million registered users [10]. Unlike DOTA2 and LOL, 
which have steep learning curve and high complexity, Honor of 
Kings maximizes the player's need for fragmented 
entertainment while maintaining the basic principles of 
competitive play. However, the injection of a large number of 
noncore players will also cause a large number of loss of novice 
players, thus affecting the life cycle of the game [11]. Therefore, 
the emergence of AI as an auxiliary tool will bring long-term 
sustainable power for the development of E-sports. 

To sum up, this paper will focus on the study of the industrial 
structure changes of e-sports industry in the booming 
environment of artificial intelligence. At the same time, the 
significance of E-sports games for AI algorithm evolution and 
iteration is elaborated in depth. 

 

II． LITERATURE REVIEW 
 

The purpose of this Literature Review is to benchmark the 
existing research and explore the innovation of E-sports in the 
era of AI. First of all, the relevant papers are reviewed, and 
systematic exploration is carried out to extract similarities, gaps 
and main research results. The results show that MOBA is the 
most discussed game type among all the e-sports game 
categories, and player experience and poisoning behavior are 
the hot topics of research. Secondly, because MOBA game has a 
huge group of fans, but the researchers have not carried out 
innovative exploration on its development path in the AI era, as 
well as the projection and influence of E-sports on game 
designers in the AI era, so they put forward suggestions for 
future research. 

A. Dynamic Difficulty Adjustment system 

With the continuous development of the game industry, the 
revenue generated by this industry has exceeded the music and 
movie industry. Games are considered to be the most important 
source of entertainment for contemporary humans. Therefore, 
more and more resources are invested in this industry. Games 
The effect has been continuously improved, and the player's 
experience has been continuously improved. In order to allow 
players to have a better game experience and continue to 
maintain interest in the game, dynamic difficulty adjustment 
technology has emerged. This technology can change the 
difficulty of the game according to the actual operation level of 
the player, so that the player remains enthusiastic about the 
game. We set the player's skills and challenges at about 1: 1, so 
that players can continue to produce a pleasant game 
experience; when the game sets the challenge higher than the 
player's actual skills, the player often feels frustrated; when the 
game sets When the challenge is lower than the player's actual 
skills, players tend to get bored because the game is too simple. 
Therefore, controlling the player's chance of winning is about 
50% to better keep the player interested in the game. 

However, this theory is generally applicable to most games, 
not to MOBA games. According to Johnson et al. (2015) [12] 
and Kwak et al. (2015) [13], MOBA games will have more 
frustration and more challenge. Andrade, Santana and Jussieu 
(2005) [14] mentioned three requirements: Rapid adaption to 
the player’s initial level of skill or competency; Track evolution 
and regression in the player’s performance; Remain believable 
in the elements that are modified.  

In order to allow computer opponents to have a similar level 
of skill as the player or to allow the computer to generate the 
appropriate level of difficulty, we must first evaluate the player's 
skill level. In different games, the data that needs to be evaluated 
for players is different. We need to find data that can accurately 
reflect the level of authority of the player. It is worth noticing 
that currently there are no DDA systems which would cover all 
game genres. We will analyze two different types of game, 
console game, multiplayer online game. 

a. Console game 
In a console game, we can calculate the player ’s clearance 

time and skill hit rate, kill efficiency, etc. to evaluate the player's 
skill level, and balance with the player's skills by adjusting the 
robot's blood volume, movement speed, number, damage, and 
task difficulty. For instance, Fallout and The Elder Scrolls use 
the player's level as the representative of the ability and adjust 
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the strength of the enemy accordingly. when the player’s level 
gets higher, the strength of the enemy will get higher as well, 
which will make player stay in the flow channel. 

Another example is Resident Evil 4, During the game, the 
system will give players a real-time rating based on the player's 
performance (a hidden value, there are always 0 ~ 15 total 16 
levels). The factors that affect the hidden value are the player's 
hit rate, the frequency of damage, the size of the injured value, 
the number of players killed by the enemy, the number of 
consecutive times, etc. The factors affected by the hidden value 
are the enemy's physical strength, the enemy Attack power, the 
enemy's desire to attack, where the enemy appears, the player's 
attack power, the difficulty of QTE, and so on. That means if the 
player plays smoothly along the way, the game's level will 
become very high, and the difficulty will be corrected upwards; 
if the player is stumbling, then the game's level will be lowered, 
and the difficulty will be revised down. 

The Mario Kart racing game series use “Rubber banding” to 
balance the challenge and skill, the speed of robot car is relative 
to the speed of player car, when the player is faster the robot will 
speed up, when the player is slower the robot will slow down. It 
is a double-edged sword; it will make the game more 
competitive when the players don’t know “Rubber banding”, 
however, after players knowing the fact, players will lose their 
interest immediately.    

b. Multiplayer online game 
Comparing with the console game, multiplayer online game 

is more complex and More diverse. However, some existing 
games use more direct methods similar to Dynamic Difficulty 
Adjustment (DDA) in a multiplayer context [15].  

Also, in The Mario Kart multiplayer racing game series, with 
the random item system, the player’s final score is mainly 
determined by the player’s skill level, but the item obtained in 
the game will also have a certain impact on the player’s final 
score. During the game, DDA will be based on the player’s 
ranking. To adjust the probability of player getting different 
items. When the player ranks closer to the first place, the 
probability of the player getting better items will decrease a lot, 
so that the probability of getting worse items will be greater; on 
the contrary, if the player ranking is relatively behind, then the 
player will have a greater probability of getting better items. The 
game designer narrows the gap between players of different 
levels by changing the drop probability of different items. The 
benefits of this design are obvious, which makes the game more 
competitive and enhances the fun of the game to a certain extent. 
However, this also reduces the fairness of the game to a certain 
extent. Players will not get various props with the same 
probability. Players with the top rankings receive relatively 
unfair treatment, which violates the fairness principle of 
e-sports. 

Compared to the random item system in the Mario Kart 
multiplayer racing game series, the ranking mode in most 
multiplayer online games is much fairer. The most attractive 
part of e-sports is its fairness, so the most popular mode for 
players in most multiplayer online games is usually the ranked 
mode. For MOBA games, dynamic difficulty adjustments 
similar to those used in stand-alone games are difficult to apply 
in the game, because the attributes and equipment of all heroes 

are unified. It is difficult to control the player's winning rate by 
adjusting the strength of the opponent like a stand-alone game. 
Therefore, in this type of game, we usually use a matching 
mechanism to match the player to a similar level of opponent to 
let the player stay in the "flow channel". Usually we will use Elo 
and MMR to make the matching system fairer. Elo (Elo rating 
system) was creating by Arpad Elo, which is originally created 
for chess to rate chess players. And it is used to calculate the 
wining rate of each player and calculate the point of each player 
winning or losing. The formulate of Elo is below: 

 
 

  
: Player A’s current points 
: Player B's current points 
: Actual win/loss value, win=1, tie=0.5, loss=0 
: Expected player A's win or loss 
: Expected B player's winning or losing value 

Because the E value is also estimated, then  
: Player A’s points after the competition  

K: constant, In the World Chess Championship, K=16; in most 
game rules, K=32. Generally, the higher the level of the game, 
the smaller the K value. This is to avoid a few games that can 
change the ranking of high-end top players. 

Let’s take an example, there are 2 chess players, player A’s 
current points is 1500, and player B’s current points is 1600. So, 
the winning rate of player A is around 36%, the winning rate of 
player B is around 64%. If player A wins, the player A will get 
20 points and player B will lose 20 points. If player B wins, the 
player B will get 12 points and player A will lose 12 points.  

However, Elo is mainly used in 1v1 scenarios, it is very 
difficult to predict the outcome in team games, because it 
doesn’t know the individual impact of a team member on the 
overall outcome of the game. So, for the team game like MOBA 
games, MMR (Match Making rating) is more used than Elo. 
MMR is a modified Elo system designed to take individual 
inputs of your personal MMR and make prediction for players 
based on the overall or the average MMR of each team. So, the 
more games the players play, the more accurate the MMR is, 
and finally reflect the true level of players, the winning rate of 
players will be closer to 50%. The MMR in a lot of games is 
never rested but they will reset rank in the new season. This is 
only designed to keep ranks balanced and top ranks 
“prestigious” and giving players to keep playing rank and 
improving. 

B. AI E-sports TEAM 

In view of the development history of the competition 
between AI and human in the target literature, this paper 
explores the possibility of establishing AI team and putting into 
formal E-sports. From the beginning of AI's involvement in 
chess, AI has been playing intelligent games with human beings. 
From simple 1v1 to today's OpenAI 5v5, let's put forward the 
assumption of building a team composed of all artificial 
intelligence agents. 

Aiming at MOBA games, we set up an AI team. First of all, 
according to the literature analysis, we get the feasibility of 
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technology. DOTA2 is a well-known MOBA game. Compared 
with the problems solved by DRL (such as Chess and GO), the 
game complexity of DOTA2 is higher [16], which is mainly 
reflected in the following aspects: 

Decision sequence length: the frame rate of DOTA2 is 30/s, 
while the average duration of a game is 45 minutes. OpenAI five 
is set to make an action every 4 frames, so the total number of 
decisions is 30 * 60 * 45 / 4= 20250, that is to say, more than 
20000 moves may be done in a game, while chess is about 80 
steps per game, and GO is about 150 steps per game, which are 
far lower than DOTA2. 

Some states can be seen in the game, each party can only see 
the state of their unit and the area near the building (fog of war), 
so to achieve a high intensity, it needs to infer based on 
incomplete data, and conduct opponent modeling. 

High dimensional movement and observation space: 
DOTA2's game environment is relatively complex, with 10 
heroes, dozens of buildings, soldiers, etc. on both sides, which is 
roughly equivalent to 16000 different variables (including 
continuous and discrete types) that can be observed in each step 
to describe the environment; similarly, after discretizing the 
action space, the available actions in each step are between 8000 
and 80000 (depending on the hero); the same, Chess and go are 
much simpler than this. In chess, about 1000 variables can be 
observed in each step, and 35 actions can be selected in each 
step. In go, about 6000 variables can be observed by customers, 
and 250 actions can be selected in each step. 

At present, the AI team is mainly based on the deep neural 
network learning technology of OpenAI five, but compared with 
the conventional Dota2 game, OpenAI has two main limitations: 
first, there are 117 different heroes in the game, only 17 of them 
are supported in OpenAI five second, some props in the game 
allow players to control multiple units at the same time, which is 
disabled in OpenAI five [17].  Under this limitation, OpenAI 
Five beat the 2018 world champion OG of DOTA 2 and beat 
99.4% of the human competitors in the online open experience 
segment [18].  

 In fact, if we build a team based on OpenAI, can we really 

compete with professional players for a long time? Next, we 
will analyze it from the perspective of game strategy.  
In e-sports, reaction time is an important indicator to measure 
the ability of a professional E-sports player. If AI is significantly 
shorter than human in reaction time, then the fairness of AI team 
is questionable. As mentioned earlier, the frame rate of DOTA2 
game itself is 30, OpenAI Five processes one timestep every 
four frames, which is equivalent to reducing the frame rate to 
7.5. At the same time, due to the staggered way of timestep 
communication between the game and the AI model (the game 
sends out the observation state in the T timestep, and continues 
to run to the T + 1 timestep, the AI model returns the 
corresponding action of the T timestep to the game), and due to 
the delay mechanism in action design (allow In fact, we can 
think that the response time of OpenAI five has a delay of 5-8 
frames, which is about 167ms to 267ms, while the average 
response time of reference human is about 250ms, so we 
basically think that what we do in response time is relatively fair 
[18].  

Under the condition of fair response time, we discussed the 
tactical diversity of AI team. First, open AI achieved the optimal 
solution of tactics in a limited range of hero pool (18 specified 
heroes). The 5v5 regiment and encounter battle of AI were very 
strong, but in some special cases, it was still unable to deal with 
[18]. OpenAI is not good at coping with the "4/1 split pushing" 
tactics [19], and the protection of messenger’s lags behind. The 
deadliest thing is that AI is not good at dealing with stealth units. 
Once human players enter the stealth state, they are equivalent 
to invincible. When the win rate of OpenAI itself prediction is 
lower than 50%, OpenAI team's reaction is different from that of 
human beings. AI team will passively compete and continuously 
perform irrational actions with high risk and low income until 
losing the competition [20]. 

The reason why AI defeated human beings is that AI can 
realize "subtle operation" based on flexible movement, rapid 
response, seamless connection skills and precise control of 
blood volume [18]. However, compared with human beings, it 
still has a considerable distance in terms of tactical diversity. In 
the face of the traps or stealth units deliberately set by human 
beings, it still lacks reasonable reasoning ability. Many 
common-sense human beings can quickly grasp the palm 
through more than ten games Grip, but it's a skill AI can't 
understand. 

Therefore, if we want to build an AI team that can really 
compete with human professional teams, what are the 

necessary conditions for the existing E-sport AI to improve?  

The most important condition is to combine the computing 
power with the algorithm and continue to increase the research 
investment of AI algorithm efficiency [21]. Although the 
efficiency improvement of AI algorithm is considerable, it is 
still not enough compared with the number of new algorithm 
parameters with exponential growth. According to the 
efficiency of open model All together this produces a combined 
factorized action space size of up to 30 × 4 × 189 × 81 = 1, 837, 
080 dimensions (30 being the maximum number of primary 
actions we support).” [18], The improvement of algorithm 
efficiency enables researchers to conduct more experiments in 
the same time and reduce the cost of funds. 

We continue to develop OpenAI five based on effective 
computing, which provides technical support for the diversity of 
AI team at the tactical level. 

According to the basic test of OpenAI for model efficiency, 
the latest rerun version of OpenAI five only needs 1/5 of the 
computing power to beat the previous generation of algorithm, 
while the time between the two generations is only three months 
[21]. OpenAI speculates that the efficiency of the algorithm may 
exceed the gain brought by Moore's law, because it observes 
that the number of transistors in integrated circuits roughly 
doubles every two years. For AI tasks that spend a lot of 
research time and / or computing power, the improvement of 
algorithm efficiency may exceed the requirement of hardware 
efficiency. The concept of "effective computing" put forward by 
OpenAI researchers combines the improvement of computing 
power and algorithm, and we can directly see the contribution of 
various fields to the development of artificial intelligence [21].  

Outlook: after the completion of the AI team, it will have a 
significant impact on the existing E-sports competition pattern. 
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The official event organizers can excavate the outstanding 
players and teams hidden in the folk through the AI team, so as 
to promote the promotion of E-sports events and competition 
fairness. 

C. Data mining on MOBA games   

The data analysis of e-sports industry is a very new field, 
which is mainly used in LOL, DOTA2, CS: GO, 
OVERWATCH and other competitive projects. The data 
sources of e-Competition are mainly manual record data (data 
given by on-site judges, media, etc.), product side data (game 
data of the majority of players), historical data collection and 
game uniform data (data of professional players competing) [7]. 
At present, the main purpose of data operation is to learn from 
the technical means and application scenarios of traditional 
competitive sports: 

1) Data content output; many social influences of E-sports are 
derived from data [1]. 

2) Players' experience; the main means are data resetting of 
training match, accuracy of skill release and damage caused in 
group battle, hot spots of hero's moving position, vision 
inserting and arranging position, ban-pick order and winning 
rate, real-time items recommendation system, dynamic winner 
prediction system. Gradually promote such professional data 
statistical analysis to the product side and provide it to MOBA 
game's public players [22]. 

3) The live broadcast effect; the user's understanding of the 
game and the extraction of highlights are improved through data 
visualization [23]. 

There are two different development directions of data 
mining in E-sports: 

1) In the direction of entertainment development, the 
third-party data service providers (MAX+, DOTA plus, 
DOTAbuff) provide visual and easy to understand data services 
for players through cooperation with the game authorities. At 
the same time, in the e-game gambling and entertainment, 
artificial intelligence data mining also has great potential value 
[24]. 

2) In the direction of professional development, E-sports 
coaches carry out daily training for club players through data 
mining, grade the internal players' abilities, and analyze the 
weaknesses of competitors through competition data mining. 
such as: "Player A's training condition is not good in the near 
future, let player B start for the time being"; "The three heroes 
the enemy is good at in the Mid are A, B and C"; "The enemy's 
‘Offlaner’ rarely ganks Top.”. Data analysis provides a 
quantifiable basis for coaches, which has existed in the e-sports 
industry from the beginning to the end. 

Because of the universality and practicability of data mining 
technology, MOBA game data analysis service has become a 
very important part of optimizing the game experience, whether 
it is a professional team or an ordinary player, but is data 
analysis really omnipotent in MOBA games? 

A large number of players will generate game behavior data 
during the game process, which can usually be accessed through 
the API (Application Programming Interface). These data 
enable researchers to use different machine learning algorithms 
to develop game AI, develop optimal strategies, and detect 
game balance problems [25], in fact, the difficulty of data is not 

analysis. For most of the e-sports clubs, there is not much 
available data to analyze. 

Although E-sports is the best sport to get data tanks to 
inherently digital, the problem is that the data is in the hands of 
game developers and event organizers. In addition to Valve and 
Riot Games, there are not many game companies providing 
open professional event data interface, and the API of these two 
companies has not been greatly updated for many years [8]. 
Even if the original data or demo of the event are obtained, most 
E-sports clubs can only analyze the data and realize the 
technical reserve of productization through the third-party data 
analysis service. However, for the protection of their own club 
information, for the match information with absolute value, the 
club will not deliver the data analysis service to the third party, 
especially before the period of world-class match. Therefore, 
the innovation of algorithm technology is important in the 
development of E-sports data analysis, but more importantly, 
how to break the "data barrier" and realize the free interaction of 
data.  

Shill we win the game if we do data analysis? It should be 
noted that the data never tells you how to win but provides a 
tool. When all people get the same data, they have a deeper 
understanding of the game. Teams with a deeper understanding 
of the data can usually see more phenomena through data 
analysis [26]. At the end of the game, we usually see a panel of 
injuries, which shows how many injuries a player caused in the 
process of the game. This is the most intuitive data experience. 
On this basis, we can calculate the ratio of output to total output, 
output rate per minute, and economic conversion output 
efficiency. However, we can not only use one index or a group 
of data or the same standard to judge the quality of players, 
which depends on the perspective of data users to understand 
the game, so it has a strong subjectivity [24]. Data analysis is 
only an objective tool, which cannot give the most correct 
answers to the players. Artificial intelligence can achieve 
relatively correct recommendation and strategy guidance 
through clustering and regression algorithm [8]. Thus, the real 
decision-making is the human players themselves. 

Even so, the AI based data mining and recommendation 
system is still an indispensable and powerful tool for the 
primary and intermediate players in MOBA games [25], “We 
believe that such a system could bring about a revolutionary 
method of self-improvement wherein a player is able to better 
understand his/her shortcomings and pin-point the particular 
aspects of the game where he/she might be lacking - whether it 
be too many deaths, too little champion kills, or too little minion 
kills.” [8]. 

D. E-sport Bets 

The rapid rise of e-sports and the digitization of the gaming 
industry have led to the rapid development of the e-sports 
betting industry, and the e-sports betting market is larger than 
many people think.  

According to statistics, in 2015, 590,000 paid event activists 
participated in real money fantasy e-sports betting, 1.72 million 
paid events participated in e-sports betting, and about 3.2 
million players conducted in-game items through the informal 
gaming market Bet. By 2020, an estimated 19.4 million bettors 
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will bet $ 23.5 billion in eSports, generating $ 1.8 billion in 
revenue for operators. 

The development of artificial intelligence has made this 
e-sports betting industry even more powerful. Artificial 
intelligence can more accurately predict the results of the game, 
and many people cannot make predictions. And artificial 
intelligence can make different degrees of prediction for 
different games.  

For example, for CS: GO, artificial intelligence can not only 
predict the winner of the game, but also predict the exact score 
of the game. The winner of each map, each the precise score of 
the map, whether the winner of an individual round, will 
produce overtime and the total number of rounds, etc. For 
DOTA2 and LOL, artificial intelligence can accurately predict 
the winner of the game, the score of the game, the winning team 
in each round, the game duration of a single round, and the 
winner of a blood. In addition to predicting the outcome of the 
game, artificial intelligence can also change the odds of the 
game in real time.  

Of course, while facing the explosive growth of e-sports 
betting, we should also be careful of the problems and risks that 
may arise. The first thing to note is the legal issue. As early as 
2016, there was a case of gaming esports. In November 2016, 
the famous gaming company William Hill obtained a license 
from the Nevada Gaming Administration Committee to list the 
League of Legends game at IEM Auckland Station as a 
Gambling items. The well-known international betting sites 
including William Hill and Pinnacle Sports have opened 
gambling projects such as "DOTA 2" and "League of Legends". 
Of course, the gaming industry is not legal in all countries. For 
example, in China gambling is illegal, however, if we use 
vouchers to place bets or rewards in the form of skins, then this 
will become a legal behavior. In addition, we should also 
consider minors. Since minors are loyal users of many games 
and have relatively weak self-control capabilities, there is also a 
great possibility of participating in gaming. At this time, it is 
necessary to set up participants by law Minimum age to protect 
minors.  

Another big problem relative to betting industry is match 
fixing, this behavior is similar to kick-fixing in a football game, 
and it usually results from several situations: Players are bribed 
by gambling companies; Players or teams place a lot of bets on 
the opponent team to win; Due to the rules of the game, in order 
to avoid confrontation with some stronger teams, and adopted a 
strategic failure. 

Usually the first two will bring huge negative effects, and the 
people involved in the incident will also be punished. Although 
the latter is a strategic failure, it is contrary to the spirit of 
e-sports promotion and will also cause a certain degree of 
negative impact. 

There are many examples of the first two cases: 
In 2020, team Newbee match fixing in the dota2 game, 

resulting in five players being suspended for life, and team 
Newbee was removed from the Chinese DOTA2 Professional 
Association 

In 2015, in the League of Legends IG VS LGD match, the 
winners of the two participating teams will be against the strong 
team EDG in the next round. Both teams want to avoid the 

strong team by losing strategically. Although the two teams did 
not receive a penalty, the rules of the game have also been 
changed due to the negative matches of the two teams. 

In order to prevent similar situations from happening again, 
for the first two situations, the relevant departments should 
strengthen supervision and increase penalties. Use the law to 
deter players and teams to reduce their chances of taking risks. 

For the third case, the game organizer should set more 
reasonable competition rules and impose certain penalties on 
similar behaviors. 

III． METHODOLOGY 

A． Research preparation  

As we all know, the player is the core of e-sports, so the 
player's game experience has naturally become the core of 
E-sports innovation. In the complex MOBA game environment, 
taking DOTA 2 as an example, the possibility that every five 
heroes can form different formations is 140,364, 532, therefore, 
each participant's decision-making will have an impact on the 
final victory. Before the popularity of AI technology, the 
player's judgment of the game's victory or defeat was often 
based on the past game experience, but in reality, with the 
application of data mining system, players will have a complete 
understanding of the trend of the game. 

This paper selects DOTA2 as a representative sample of 
E-sports prediction analysis. DOTA2 is a game owned by valve, 
which has the open source data of dota2 competition and steam. 
These data sources are reliable and accurate because they are 
retrieved from steam's official website. The open data website 
provides DOTA2 data API, and the data is relatively complete, 
which meets the needs of modeling and analysis. This 
experiment is to establish a model to predict the winning rate 
through the selection of heroes of both sides. Therefore, the 
following data are needed to be obtained, [Radiant hero list], 
[dire hero list], [which party wins]. We have started to estimate 
the quality of a series of machine learning algorithms to predict 
the outcome of a given hero draft for each team. Under the 
condition of no ties, then p (Radiant winning rate) = 1-p (Dire 

winning rate).  

B．Dataset  

In order to ensure the validity and value of the data, we will 
adopt the following restrictions:  

1) MMR > 4000. MMR is a score standard to measure 
players' skill level. It has a set of unique algorithms. Players win 
+ 30 and fail - 30 points when playing a rankable game. MMR 
above 4000 points is in line with the game level of most players.  

2)The game time is more than 15 minutes. This condition is to 
rule out the abnormal ending of the game, mainly due to the 
problem of network disconnection or giving up the game due to 
negative emotions [27].  

3) Only the rankable game data is used. Because players in 
the sky ladder competition will be more carefully scrutinizing 
the lineup and will not be like the ordinary game those random 
selection of heroes.  

max_ match_ ID, that is, search the match data before the 
game, and the other two variables target_ match_ Num and 
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lowest_ MMR respectively represents the number of match data 
to be recorded and the lowest matching score. The workflow is 
shown in the figure below, in which the blue box indicates the 
condition: 

 
Figure 2: Data workflow schema 

 We crawled 100000 game data through the python crawler. 
The 100000 pieces of data include all the high segment match 
data from 2:00 on October 16 to 13:00 on October 29. Each 
piece of data has five attributes, they are Game ID, date, Radiant 
hero, Dire hero, Radiant victory (type Boolean). A training 
(test) sample is divided into two parts: input and output. 

The input part is composed of a two-dimensional matrix with 
the shape of [2*129], where 2 represents two vectors of Radiant 
and Dire, each vector has 129 bits. When there is a hero in 
Radiant, the corresponding position of the hero ID is set to 1, 
and the rest positions are 0. Therefore, the input of a sample is a 
two-dimensional matrix composed of two vectors. (the value 
range of hero ID is 1~129, but actually there are only 117 
heroes. Some values do not correspond to any hero. In order to 
facilitate sample production, the vector length is set to 129.) 
The output part is a scalar of shaping, which represents whether 
Radiant square wins or not. We use 1 instead of true in the data 
file and 0 for false. 

Thus, the final input shape of 100000 samples is 
[100000*2*129], and the output shape is [100000*1]. After 
that, we divide the samples, according to the ratio of 8:1:1, 
80000 samples are used as the training set, the traing set is used 
for training the model, to help the model adjust the parameters 
and let the model adapt to these data.10000 samples as the 
validation set. The function of validation set is to observe the 
effect of the model on the validation set after training a round on 
the training set. If the prediction accuracy of the model on the 
validation set does not improve, the training will be stopped to 
prevent the model from over fitting the training set. The rest 
10000 samples is test data, test data will used after validation 
data, mainly used to evaluate the generalization ability of the 
final model. 

C.  Model 

The mechanism of DOTA2 game is complex, the types of 
heroes are various, and the playing methods are rich and 
changeable. According to the existing literature research, 
scholars who solve this kind of prediction problem mostly use 
naive Bayes, random forest, support vector machine and other 
methods to make a lot of attempts. However, due to the complex 
relationship between heroes' collocation and restraint, 

Therefore, it is difficult to obtain good prediction results. For 
example, Conley & Perry pointed out in his study that although 
logistic was used The combination of regression and KNN can 
achieve 69.8% accuracy rate in training set, but this method can 
not only be used under harsh conditions, but also very slow: for 
the case of k = 5, cross validation takes 12 hours [25], which is 
obviously unrealistic for players who need to predict the results 
in real time in the game. Therefore, we decided to break through 
the mindset and adopt Depth Learning algorithm to improve the 
existing prediction level. 

Considering that the input of a sample is a two-dimensional 
matrix composed of two sparse vectors, we build three models: 
CNN model, LSTM model and CNN + LSTM model [21]. 

a. CNN model 

The mainstream of neural network used in pattern recognition 
is directed learning network, and unsupervised learning network 
is more used for clustering analysis. For guided pattern 
recognition, because the category of any sample is known, the 
spatial distribution of samples is no longer based on its natural 
distribution tendency. Instead, it is necessary to find an 
appropriate spatial division method according to the spatial 
distribution of similar samples and the degree of separation 
between different types of samples, or to find a classification 
boundary, so that different types of samples are located in 
different regions Domain. This requires a long and complex 
learning process, constantly adjust the position of the 
classification boundary used to divide the sample space, so that 
as few samples as possible are divided into non similar regions. 

Convolution network is essentially a kind of input-output 
mapping. It can learn a large number of mapping relations 
between input and output, without any precise mathematical 
expression between input and output. As long as the 
convolution network is trained with known patterns, the 
network has the mapping ability between input and output pairs. 
Convolution network performs supervised training, so its 
sample set is composed of vector pairs of the form: (input 
vector, ideal output vector). 

Because the feature detection layer of CNN learns from the 
training data, the explicit feature extraction is avoided when 
using CNN, and the neural network can learn from the training 
data implicitly. Moreover, because the weights of the neurons 
on the same feature mapping surface are similar, the network 
can learn in parallel, which is a major advantage of convolution 
network compared with the neural network connected with each 
other.  
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Figure 3: Neuron unit model  

In the basic neurons of wx + b, x1 and x2 represent inputs, w1 
and w2 are weights. Each input is given a weight, b is bias, g (z) 
is activation function, and a is output. Here we use the sigmoid 
function, the expression of sigmoid is as follows:  

 
Where z is a linear combination, for example, z can be equal to: 
z=b + x1 * w1 + x2*w2. By substituting a large positive number 
or a small negative number into the g(z) function, we can see 
that the result tends to 0 or 1.  

Therefore, the graphical representation of the sigmoid function 
g (z) is as follows (the horizontal axis represents the definition 
domain Z, and the vertical axis represents the range g (z)):  

 
Figure 4: Sigmoid function image 

In other words, the function of sigmoid function is to compress a 
real number from 0 to 1. When z is a very large positive number, 
g (z) will approach 1, while Z is a very small negative number, 
then g (z) will approach 0. In other words, if the sum of g(z) → 
0 and g(z) is positive, then the sample is negative. 

After the basic function model is selected, the input is 
convoluted by one-dimensional convolution check whose 
dimension is 3. After pooling and two full link operations, the 
dimension is changed to [1*1]. Finally, the sigmoid activation 
function is used to limit the output between [0,1], that is, the 
winning probability of the corresponding sample. The following 
figure shows the dimension changes of matrix and vector. 

 
Figure 3: CNN model of winner prediction 

Considering that the two-dimensional convolution will cross the 
vector, that is, the heroes of Radiant and Dire are convoluted 
together, which may not be helpful to the prediction results. 
Here, Conv1d is used to convolute the input in one dimension. 
After convolution, the matrix with dimension [2,64] is obtained, 
and then the matching maxpooling1d() function is used to add 
pooling layer. Next, use the reshape() function to adjust it to a 
one-dimensional vector, plus two dropout and density layers to 
convert the output to a scalar.  

 
Figure 11: CNN model implementation code 

 
In the actual parameter adjustment process, the convolution 
kernel length, convolution output vector dimension, dropout 
ratio and other parameters are not fixed and can be flexibly 
adjusted according to the training effect of the model.  
 

 
b. LSTM model 

Recurrent neural network (RNN) is a kind of neural network 
used to process sequence data. Compared with the general 
neural network, it can deal with the data of sequence change. 
For example, the performance of the same hero in different 
lineups is quite different. RNN can solve this problem well.  
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Figure 5: Naï e RNN model  

Here, x is the input of data in the current state, and h is the 
input of the previous node received. 
y is the output in the current node state, and h' is the output 
passed to the next node. From the formula in the figure above, 
we can see that the output h' is related to the values of x and h.  

However, y often uses h' to put into a linear layer (mainly for 
dimension mapping), and then uses softmax to classify and get 
the required data. 
How y is calculated by h' depends on the usage of the specific 
model. 
Through the input of sequence form, we can get the following 
form of RNN.  

 
Figure 6 : Recurrent Neural Network model 

 
Long short-term memory, LSTM is a kind of special RNN 

[28], which is mainly used to solve the problems of gradient 
disappearance and gradient explosion in the process of 
long-term training. Compared with ordinary RNN, LSTM can 
perform better in longer DOTA2 data sequences. 

 
Figure 4: LSTM prediction model 

Below is the code for building the LSTM model, 
where hidden_ The size parameter is the length of the 
output eigenvector, and it is also an adjustable 
variable.  

 
Figure 7 : LSTM implementation code  

 
 

c. CNN+LSTM model 

The schematic diagram of the model construction is as 
follows. It is very similar to the CNN model. The only 
difference is that the reshape operation is replaced by the LSTM 
layer to generate a feature vector with a length of 256. The 
schematic diagram of the model construction is as figure 5. 
 

 

 
Figure 8: CNN+LSTM prediction model 

The code of CNN + LSTM model is as follows, which is similar 
to the former two models:  
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Figure 9: LSTM+CNN model implementation code  

d. Callback functions  

The callback function is to check the effect of the model on the 
verification set after each round of training. If the prediction 
effect of the model verification set is worse than that of the 
previous round after this round of training, the callback function 
can adjust the learning rate or stop the training.  

 
Figure 10: Callback founction implementation code 

First, set the callback function, where monitor='val_loss' is to 
monitor the loss of the validation set, if the boss does not get 
smaller after one round of training, then the callback will be 
performed; patience is to wait for the rounds, in the above code, 
if one round of training 'val_loss' does not get smaller, then the 
learning rate will be adjusted (ReduceLROnPlateau), if two 
rounds of training 'val_loss' does not get smaller, then the 
training will be terminated (EarlyStopping). 
Finally, we use the model.fit() function to start training. tx,ty is 
the input and output of the training set, in the validation_data 
parameter we need to pass our validation set, and in the 
callbacks parameter, we need to pass our set callback function.  

 
 

 

IV． RESULTS 

A. Experimental results 

Model will predict the winning rate of each team, if the 
predict winning rate is over 50%, and the final winner team is 
the same as model predicted, then it is a correct prediction. The 
accaucy is equal to the number of correct predictions divide by  
the number of  all predictions. 

We will train the model to predict the test set, after this day of 
repeated tuning, we got several models with good prediction 
effect, the highest model prediction accuracy can reach 58%. In 
other words, for the task of "Guessing the winner by looking at 
the lineup", the model can reach 58% accuracy. In order to have 
a more comprehensive understanding of the model's predictive 
effect, we calculate the predictive accuracy of the model in the 
test set, training set, and validation set, and calculate the 
predictive accuracy of the model in the case of higher scores. 
Take the following model as an example: 

 
Figure 11: Simple slice of prediction results 

It can be seen that the prediction effect of the model on the 
training set is slightly better than 61%, while the prediction 
accuracy on the training set and verification set is around 58%, 
and there is no obvious over fitting phenomenon. 

In addition, for 10000 samples in the test, 4514 were judged 
to have a winning rate of more than 60% by the model, of which 
2844 were correctly predicted, with an accuracy rate of 63%. 
378 matches were judged by the model as having more than 
75% of the winning rate, of which 281 matches were correctly 
predicted with an accuracy rate of 74.3%. 

97 matches were judged by the model as having more than 
80% of the winning rate (the winning rate was determined as 
80% when the lineup selection was completed), of which 72 
matches were correctly predicted with an accuracy rate of 
74.2%. 

There were also eight games identified by the model as 
having close to a 90% chance of winning, and seven were 
predicted correctly with an accuracy of 87.5%. 

Therefore, we can draw a conclusion that the prediction 
results given by the model have certain reference value. 

In order to have some intuitive feeling of the prediction 
effect, we focus on the lineup with the predicted winning rate 
greater than 0.85. 

 
Figure 12: Eight-game prediction results  

The model predicted the winning rate of Radiant, ranging 
from 85% to 87%. If ordinary players look at the lineup and 
predict the final outcome, it is obvious that the success rate of 
human prediction is much lower than that of the model. At the 
same time, in these 8 games, the hero "Pudge" played a lot of 
times, up to 5 times.  

Therefore, we have doubts whether this hero is more 
powerful in the current game version, so that the chosen party 
will get a greater chance of winning. so, we query Pudge's hero 
restraint index (the hero restraint index reflects the hero in the 
situation of occupying a natural advantage or disadvantage, 
where the positive percentage is regular is the advantage, 
otherwise it is the disadvantage) on DOTA 2 data mining 
website “MAX +”. 

From the MAX+ figure, Tinker, Techies, Specter, Sniper, 
Enchantress and other heroes all appeared as enemies of Pudge. 
This also shows that the prediction results of our model are 
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consistent with the conclusions displayed on the statistical level. 
therefore, we believe that the CNN + LSTM model based on 
keras framework has the best fitting degree. 

B. Prospect of application scenarios 

Scenario 1: Both players have completed the Ban & Pick 
session. 

DOTA 2 has a 2-minute hero picking phase before the game 
starts, during this time each player has to strategize on BAN and 
PICK from the point of view of hero coordination or team, once 
the player finishes picking, they can input their lineups into the 
model for prediction, If the model gives a predicted win rate of 
20% or 10%, the player may consider leaving the game early 
before entering the game, thus avoiding wasting time and 
preserving a good competitive position. 

Scenario 2: The enemy has completed the Ban & Pick 
session, and we have only one hero left to choose. 

The DOTA2 system provides each player with 30 seconds to 
pick, at which point the player can enter pre-picked heroes into 
the model to make predictions, thus selecting the hero with the 
highest odds of winning given the model. 

Scenario 3: Using prediction model for E-sport bets, place 
bets based on predictions results. 

In regular rankable games, the teammates that players match 
are all strangers, it is difficult to have a high degree of tacit 
understanding, so personal ability will have a greater impact. 
However, pro-team pays more attention to the ability of 
collaboration within the team. So there are large differences 
between regular rankable games and pro-team matches, and the 
training data for our model comes from regular players in 
rankable games, the prediction is more risky on a practical level, 
but this idea is still valuable and informative if we train the 
model using a large amount of data from pro-team matches. 

 
 
C. The limitations of the model  

1) The CNN + LSTM model based on keras framework is not 
mature enough. A lot of computing resources are needed in 
training, and it will take about 1 minute to use the model, which 
makes it very inconvenient for players to manipulate. 

2) Although lineup selection is a very important factor in 
MOBA games, it is not a decisive factor. The winning or losing 
trend of the game is not only affected by the objective factors of 
hero skill collocation and restraint relationship between heroes, 
but also by subjective factors such as the players' proficiency in 
using heroes, the players' selection of heroic equipment, the 
mentality of players in the game, and the communication 
between players and their teammates. Therefore, the winning 
rate given by the model is only a reference for players to make 
decisions Even if 90% of the winning rate is given by the model, 
the player is still more likely to lose the game due to these 
factors. On the contrary, even if the model is given a 10% 
winning rate, the player still has the hope of winning the game 
through the correct strategy operation in the game. 

3) Due to the defect of training set data, it may lead to over 
fitting. The training samples are not complete enough to include 
all the match possibilities. After calculation, it is known that if 
the 117 heroes in dota2 are randomly arranged and combined as 

a group, there are  possible lines without repetition. 
Therefore, we only study the possibility of , 
which will have a great impact on the accuracy of the model and 
produce the phenomenon of over fitting. 

4)  DOTA2 There is a huge problem in the internal balance of 
the game, which will produce a lot of interference for the model 
prediction. Among the 100000 game records in this data set, 
there are 54814 radiant victories and 45186 dire victories. If we 
compare the victory of radial and dire to the probability of 
positive and negative coin toss, the probability of difference 
between them reaches 9%, indicating that the current version of 
the map is flat There are huge problems in balance. 

 

V． CONCLUSION 
This paper present 4 aspects about e-sports, discussing some 

AI innovations in E-sports. And deeply explain the prediction 
system of MOBA. 
    Firstly, we talk about the DDA in different types of game and 
the principle of DDA in different games. This makes the game 
more competitive and interesting, allowing players to stay in the 
flow channel and making the game more attractive to players. In 
a multiplayer battle game, dynamic difficulty adjustment is 
accomplished through a matching mechanism, using elo and 
mmr to achieve this, which allows players to always play against 
players of similar level. 

Secondly, we mention the AI team and the way that Open AI 
build the AI team, AI team once became the best team in the 
world. Even the professional teams can’t beat them. What’s 
more, we put forward some benefits that AI team can bring us. 
   Thirdly, we discuss the data mining system in MOBA games, 
which helps us know the fact behind the data.  

Lastly, we focus on the AI in e-sports beting industry. AI is 
used in the prediction of winning rate in competitions and 
calculating the odds for each competition. And the we should 
not ignore many of the problems arising from the e-sports beting 
industry. We should formulate reasonable laws and regulations 
to protect minors. The relevant departments should strengthen 
supervision and strengthen penalties to prevent counterfeiting 
events.  

We discussed in depth the use of ai in predicting the results of 
the competition. After the preparation phase, we first select the 
appropriate data by screening the data, and then through the 
three models of CNN, LSMT, CNN+LSMT, we can get higher 
The accuracy rate of the match result prediction rate. Then we 
discussed three scenarios that can be used, namely:  

Both players have completed the Ban & Pick session.  
The enemy has completed the Ban & Pick session, and we 

have only one hero  
left to choose  
Using prediction model for E-sport bets, place bets based on 

predictions results.  
Finally, we discussed the limitations of the model.  
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