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Abstract— Employing data mining algorithms on previous 

student’s records may give important results in defining new ways of 

learning and during the process of development of a new curriculum 

for educational institutions. Creating group profiles by analyzing 

certain attributes of the students helps in defining more specifically 

the needs of the students. Achieving this requires manipulation of 

data in a structured database, and most important a complete data set, 

having that incomplete data sets may produce unreliable outputs. 

This paper presents the results of different data mining algorithms 

applied on previous student’s records to produce predicted success 

results, and the comparison with the real data in database. Results 

show that, even if there is lack of attributes, one may still apply 

certain data mining algorithms over school data to gain knowledge 

on the mainstream flow. Besides prediction, one can cluster data in 

order to get main characteristics on the student’s performance. The 

experiment presented in this paper will emphasize that dividing data 

in fewer classes will result in higher cluster sum of squared errors, 

which in fact show that there exist big difference between data. 

 
Keywords—Educational Data Mining, Cluster Analysis, 

Classification, Student Success. 

 
I. INTRODUCTION 

ECHNOLOGY  is  used  more  than  ever  in  education 

around  the  world.  Kosovo is trying to catch up by 

integrating   new   technology   in   education.   Primary   and 

secondary education in Kosovo is organized in public and 

private institutions and as result of the ongoing reform, now 

the system in use is 5+4+3 years [1]. Even though, there are a 

big  number  of  students  passing  through  these  institutions, 

student data in schools is saved in hand written diaries and not 

in electronic format and the only statistic derived from the 

diaries is the overall student success in a class. There are only 

few schools which have started using electronic records for 

storing student and teacher data. But, there is a tendency to 

change  this  situation  and  make  all  data  in  primary  and 

secondary  schools,  both  public  and  private,  available  in 

electronic   form.   That   would   greatly   help   in   gathering 
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information in a centralized database, which would result in 

easy statistical review and also in prediction of student 

success, among other. When such a database becomes 

available, one might use Educational Data Mining algorithms 

and tools, to predict and also support teachers in their 

everyday work. Besides, that database would help us to better 

understand the students’ learning process and their 

involvement in it, as well as help us find the way to improve 

the quality of teaching and learning in general. Some of the 

higher education institutions, according to [2] have started 

widely using Learning Management Systems, which also 

implies need for student success assessment. 

Many research papers are produced aiming to predict 

students’ performance or other interesting facts regarding 

relation student-school. In [3] students are classified according 

to the features gathered from educational system in the web. 

Classification algorithms used in the research resulted in 

highest performance and best accuracy. In [4] regression 

algorithms for predicting student grades are used and the 

M5rules algorithm is considered as most appropriate for that 

research. Further in [5], four distinct data mining models 

(decision tree, random forest, neural networks and support 

vector machines) are used. The research assessed that in order 

to have better and more accurate results, one need to have 

more information regarding student grades but also 

background information (school related and personal ones – 

family situation) on the student. 

Also there are many research papers related to clustering 

student data. In [6] results of the students were analyzed using 

clustering algorithms by arranging scores according to the 

level of performance. Conclusion of the research is that 

clustering algorithms serve as a good benchmark to monitor 

the progression of students’ performance in higher institutions 

[6]. In [7] mining student data is proposed in order to discover 

patterns reflecting their behavior. 

 
II. DATA MINING OVER SCHOOL DATA 

Before describing the process itself, one should mention 

that the most time consuming part of Data Mining is dealing 

with data [8]: finding data as well as data preprocessing. Data 

used in this research was found after days of meeting with 

different institutions and even when that resulted in success, 

still one can argue that data used are not the of the highest 

quality data or do not have enough attributes describing them 

(especially  attributes  related  to  their  family  background). 
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According to [9], quality of data is substantial but not always 

can one find qualitative data. Reason for that can be the lack 

of suitable databases, loss of data while merging databases etc. 

Lack of suitable databases is the case that follows our 

research, because school had only one database with all 

students’ data: name, date of birth, place of birth, class and 

success per subject integrated together. 

Student database, intended to be used in the research, had 

cardinality of 52936, but every student success in a subject 

was written as a single record. Besides that, student had five 

grades per subject during a school year (two for the semester 

and one final grade). Due to this all subjects related to a certain 

student had to be gathered, which resulted in smaller number 

of records. A part of the raw database is presented in table 1. 

 
 

Table 1. Unprocessed database 

 

Preprocessing of data is done in order to have more complete 

data (no attributes missing), to eliminate noise data and to be 

more consistent [10]. To achieve that, one most first “clean” 

its data. Method used was ignoring rows that have no data, in 

order not to add data and lose their originality. This was seen 

as the best solution for the specific database. Some other 

possible methods, that were not used, would be: a) adding data 

according to a specified “mean value” that would be taken – 

not used by us due to fact that one cannot be familiar with 

reason why data is missing – unless had worked with data 

during its preparation, and if used, result could be taken as an 

assumption, and b) putting a constant instead of missing data 

– not used by us due to fact that constant can be taken as a 

common thing between students who possess that constant. In 

some cases, missing data do not impose a mistake; just simply 

there are no data: e.g. data for the next semester are missing 

due to fact that when the data were collected, summer 

semester hasn’t started yet. 

 

Another problem encountered was different spelling of text 

containing fields (e.g. city names, subjects, etc.), which was 

solved using the algorithm proposed in [11]. 

Data  that  contain  noise  can  be  removed  by  using  few 

principles: binning – values close to each other take same 

value as their mean value; regression and/or clustering. Data 

used in the research had a specific domain (success measured by 

grade 1 to 5 or by percentage 0 to 100) so there were no noises  

present.  Besides that, the normalization was not deemed 

necessary as the difference between the attributes was not big. If 

one would encounter a grade greater than 5, then it would   come   

to   attention   immediately   that   it   is   an inconsistency and 

that would mean removal of the data. Maybe one of the most 

important tasks in preprocessing of data,  is  data  integration,  

that because  of  the  possibility  of losing specific data.  

 

 

 

According to [12], systems developed today,  use  intercession  

architecture  to  achieve  their  goal: gathering information from 

different sources. In [12], LDAP and ontologies are used to 

integrate XML data. This research was fortunate to already have 

data integrated in one database. In the end, even if have a well 

formed and structured database with complete data, it is highly 

recommended to use a portion  

of that data for research purposes. In the case of this research, 

specific class of attributes was used according to the values 

that they have. After the preprocessing, the database has 201 

attributes and the only missing data, were data from the next 

semester. 

Tool used in the process – WEKA [13], was chosen due to 

few of its attributes (graphic interface, JAVA implementation, 

support of a big number of Data Mining algorithms) but also 

due to fact that it is free under GNU GPL license. WEKA 

screenshot is presented in the figure 7.  
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Fig. 7. WEKA screenshot 

 
 
 

III. USE OF DATA MINING PREDICTION ALGORITHMS 

In the research, three data mining algorithms were used: 

Naïve Bayes, C4.5 algorithm and k-Means algorithm. First 

two algorithms mentioned above are classification algorithms 

and the reasons why these algorithms were chosen to be used 

are: our database is a mixture of numeric and nonnumeric 

data; they can process more data and have minimum error rate 

compared to other algorithms [8]. Third algorithm used is 

clustering algorithm, chosen due to the fact that it is widely 

used and has shown very good results. 

It should be noted that in Kosovo, all schools – elementary 

and secondary, have a kind of system of saving student data, 

even though most of them, do not have that system 

implemented electronically. Systems used have shortage or 

lack on saving the general information about the student: 

family background, schooling background, seminary work, 

homework and so on. And these shortages can be a crucial 

factor in determining the final performance of the students. 

According to [18], quality of data is crucial even though one 

cannot always obtain qualitative data. In [18], an approach to 

identify data with poor quality is pursued, and that based on 

the techniques of clustering and classification. That technique 

has found some very interesting problems related to data 

quality, such as wrong values given for a specific variable. 

Our research aims to serve as a trustworthiness test, even 

though he database used is not the most completed one but is 

has very good and important attributes like the performance of 

the students during the last years. This performance is 

presented with total of 201 attributes. Even though according 

to a study for the correlation between attributes [19] it was 

shown that there is no relation between them, we tend to find 

the attributes that are most important ones according 

algorithms used. 

Before applying a b o v e  m e n t i o n e d  algorithms, one 

most find the most important attributes of the database. For 

that an algorithm that is part of WEKA tool [13] was used. 

The algorithm is called CFS attribute subset evaluator, which 

will evaluate the value of a group of the attributes while 

taking into consideration their prediction ability [14]. 

 

 
Fig. 1. Attribute selection according to their importance 

 
In Fig. 1 attributes found and arranged starting from first 

found, since it was used search method called Best First are 

presented. Therefore, resulted data can be considered as 

equally important and one of the attributes for the research can 

be chosen.  

The attribute chosen to use in the research is attribute number 

77: Eng 2 10n – where extensions have following meaning: 

Eng stands for English language, 2 describes that data is part 

of second semester, 10 is for class level (from 1 to 

12) and n is for final grade (since in the database there exist 

columns for separated grades for the first and second 

semester). 

The chosen attribute is evaluated with two above mentioned 

algorithms: Naïve Bayes and C4.5, and that in different ways: 

by using cross validation 2 and 10 (same data are divided for 

training and testing) and also training set.  

Naïve Bayes was chosen to be used in the research due to its 

characteristics: very fast and trustful but also due to the fact that it 

works very good also with a small number of data [8].  

Classification is done in several ways: according to 5 grades 

used by Kosovo school system, according to two groups (high 

level grades and low level grades) and also according to pass or 

fail evaluation. As mentioned before, in our case we will use 

results of the students for the English language, tenth year and 

final grade.  

Results will be compared with real data, gained by 

separating database according grades (1 to 5), shown in Table 

2, and according to groups (group 0 – holding student with 

grades 1 and 2; group 1 holding student with grades 3 and 4 

and group 2 holding student  with   grades   5),   shown  in  

Table  3  and  called Group012. 

In table 2, were students were separated by grades 1 to 5, we see 

that the higher percentage of the students have good grades or 

almost half of them have the best grade in English language. This 

can be accredited to young generation of people in Kosovo and 

their relation with English language, mainly through TV and 

internet but in rare cases also through direct communication (high 

international presence in Kosovo). 

Table 3, provides another division of the students according to 

their grades but in this case not specific grades but grade groups: if 

student has 2 of the lower grades available then it will be put on 

the grade 0 column, otherwise if it has the best grade it will be put 

on grade 2 column and with middle grades filling out grade 1 

column. This division is Similar with the division of pass and fail.  

Again we see that biggest number of students have the biggest 

grade (same as the previous division). 
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Group012 Nr. of student Percentage 

0 19 7% 

1 123 45% 

2 131 48% 

 

Tables 2 and 3, are not just an overview of the student but also 

of the school success. 

 
Table 2. Dividing students by grades 1 to 5 

Grade Nr. of student Percentage 

1 2 0.73 % 

2 17 6.23 % 

3 36 13.18 % 

4 87 31.87 % 

5 131 47.99 % 
 

Table 3. Dividing students by Group012 

 

 

 

 

 

 

Now data that we have gained from above mentioned divisions, 

will be compare to the data gained from the usage of the 

algorithms mentioned above: Naïve Bayes and C4.5 

algorithms. 

After using Naïve Bayes and C4.5 algorithms, data gained 

and presented in Table 4. Table 4 shows that when using 

Naïve Bayes algorithm, a higher percentage of accuracy was 

found while using 2 fold cross validation than 10 fold cross 

validation, and it is the contrary when using C4.5 algorithm. 

The C4.5 algorithm using cross validation 10 fold, resulted 

more successful, with 100 % accuracy. Maybe this result is  

dedicated to algorithm C4.5 because it has the best results in 

cases when attributes are not related one to another [15]. 

When using Naïve Bayes for grades 1 to 5, we have 

encountered following: 

- Using training set: 87.91% of the data were classified 

accurately, with most of mistakes happening in the classes 4 

and 5 (15 with 13 wrong classifications). 

- Using cross validation: 2 fold validation has an accuracy of 

65.9% and 10 fold validation has an accuracy of 64.48%, this 

due to the fact that we do not posses very qualitative data. 

When using C4.5 algorithm for grades 1 to 5, we have 

encountered following: 

- Using training set: accuracy 94.14% 

- Using cross validation: 2 fold accuracy 71.8% and 10 fold 

accuracy 82.05%. 

On the other hand, when using Naïve Bayes for Group division 

(Group012), we have encountered following: 

- Using training set: 86.45% of the data were classified 

accurately. 

- Using cross validation: 2 fold validation has an accuracy of 

76.56% and 10 fold validation has an accuracy of 75.09%. 

When using C4.5 algorithm for Group division (Group012), we 

have encountered following: 

- Using training set: accuracy 100%. 

- Using cross validation: 2 fold accuracy 99.3% and 10 fold 

accuracy 100%. 

 

The results have shown that even though there is considered not 

such a good correlation between attributes, still one can use 

data mining algorithms to classify and predict student success. 

Table 4 shows that dividing students in three groups will get 

better results and it suggests that dividing students only in two 

groups (pass or fail) should result in even a better approximation 

to real results. Better results would be possible, if the database 

itself was more complete, which will be future domain – securing 

a more complete student database to mine and also dividing 

students according to pass or fail prediction. 

 

 

 

 

 

 

Table 4. Algorithms used on database 

Used algorithm Grades 1 to 5 Group012 

(1 and 2, 3 and 4, and 5) 

Naive Bayes training set 87.91 % 86.45 % 

Naive Bayes cross validation 2 fold 65.9% 76.56% 

Naive Bayescross validation 10 fold 64.48% 75.09% 

C4.5 training set 94.14% 100% 

C4.5 cross validation 2 fold 71.8% 99.3% 

C4.5 cross validation 10 fold 82.05% 100% 
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Fig 2 visualizes the accuracy of the algorithms used in the 

student database, both when all grades are separately 

considered (grades 1 to 5) as well as when grades’ grouping 

 

Fig. 8. Eng 2 10n C4.5 Training set 

 

(i.e. Group012) are used. 

In the figure 8 and 9, we have presented one of the most 

accurate predictions, performed with C4.5 algorithm using 

training set and that on both cases – divided by grades 1 to 5 

and divided by three groups (Group012). 

 

 

 

 

 

 

 

 

 

 

 
Fig. 9 . Grup012 J48 training set 

 
 

Besides   classification,   clustering   was   used   to   find 

characteristics   on   students.   Clustering   is   a   process   

of discovering groups of objects such that the objects of the 

same group are similar, and the objects belonging to 

different groups are not [16]. Cluster algorithms used is k-

Means. According to [17], k-Means has a high accuracy in 

local cluster, while inter cluster relationship are not 

concentrated. K-Means algorithm is tested for data division 

in groups of 2, 3 and 5 as used in the classification part. 

The division in two classes, as seen in figure 3, has resulted 

in 45% of data belonging to class 0, which holds students 

with weaker success, compared to 55% of data belonging to 

class1, which holds students with greater success. In this and 

all other cases, where clustering algorithms were used, 

missing data are replaced with the average. Interesting about 

the two class division is that the sum of squared errors is 

quite high compared with the rest of the divisions. This 

sum represents the distance from the centroid or the 

mean element of the class. 
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Fig. 2. Accuracy using data mining algorithms for students based on all grades and grouped grades 
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Fig 3a. Division of the data in two classes 

 
Figure 3a, represents the division of the students in two 

classes, while figure 3b visualizes that division.  

Division of the students in three classes gives better results 

with far smaller sum of squared errors. Class 1 in this case, 

holds students with best grades, followed by class 2 and class 

0. Figure 4, shows that around 50% of the students have very 

good performance.  

 
Fig 4. Division of the data in three classes 

 

 

The last division is the one in five classes, which results as a 

most reliable, that due to fact that there are five grades that 

student can get. To strengthen even more the fact, the  

sum of squared errors is far smaller than in the two 

previous divisions, but still relatively high. Figure 5, shows the 

division in five classes 

 

 
Fig. 5 Division of the data in five classes 

 
Besides the percentage of the division, one can see also the 

visual representation of the division of the students, which is 

shown in figure 6, where clusters are presented in vertical 

plane and students (differentiated by colors) in horizontal 

plane. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 3b. Visual presentation 

Cluster 1 

Cluster 0 
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Fig.6 Visual representation of the division of the students in five classes 

Due to sum of squared errors, one can verify that data used 

have relatively great non-compliance, which can be as a result 

of relatively weak connections between attributes or data are 

not  well  organized  or  data  are  not  complete  –  missing  

attributes, which can be taken as a main reason why the big 

sum of squared errors. 

 

IV.CONCLUSION 

Data mining over school data is generally a very complicated 

and time consuming process but the most time consuming 

part of it is finding data. Even in case that the data are found 

and made available, there is still no guarantee that those 

sound and complete. It should be noted that the most time 

consuming part of the data mining process, besides finding the 

data in some special cases, data preparation and completion. 

However, even with not as complete data as expected, one 

may still get an overview of general data flow and their 

tendencies. In our research, the C4.5 algorithm has shown to 

perform best for predicting students’ success, but that doesn’t 

mean that it would remain the same if data were more 

complete and the database would provide more attributes. As 

a future work, one needs to find a more complete database 

(maybe filled with data gathered from eventual 

questionnaires) and then by using the same or different data 

mining algorithms as used in this paper, try to compare 

results of a complete and less complete database. Another way 

to explore the future gathered data from schools is to have them 

electronically available and then analyzing those data. 
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