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     Abstract— The most facial emotion recognition methods 

use the geometrical features of face such as eye opening and 

mouth opening, which extraction of them is a hard and 

complicated task. But, in this paper, we propose to use the 

discriminant features simply extracted by nonparametric 

weighted feature extraction (NWFE). Moreover, to model the 

inherent uncertainties contained in the emotional features, we 

use the fuzzy measure in the classifier. To this end, a nearest 

neighbor classifier with fuzzy Euclidean distance is used to 

recognize emotions of face images. The experimental results on 

JAFFE database show the superiority of the proposed method 

compared to some other emotion recognition methods. 
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I. INTRODUCTION 

The facial expressions are changes within the face due to 

human inner feelings. By evidence of Ekman, these facial 

expressions have the same meaning for all people [1]. Six 

basic human expressions presented by Ekman are: 

happiness, sadness, anger, fear, disgust and surprise. 

Facial emotion recognition is very important in human-

machine interactions. In a human–machine Interaction, 

machine recognizes the facial expression and 

consequently the feeling of human. Then, machine 

performs a corresponding action to it for improvement of 

human-machine interaction.  

     Three main steps of each emotion recognition system 

are face detection, feature extraction, and classification. 

In the most of emotion recognition frameworks, after 

face detection, the next step is facial feature extraction. 

Feature extraction from the face image is one of the most 

time-consuming and complicated steps in an emotion 

recognition framework. The precision of this step largely 

affects the final precision of the emotion recognition 

method. Consequently, selection of a simple, efficient 

and precise algorithm for this step has high importance.  
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     The most of facial emotion recognition methods use 

the geometrical characteristics of face as features. For 

example in [2], the geometrical features of face are 

selected as the input of interval type-2 Mamdani fuzzy 

system. 17 points similar to MPEG-4 standard [3] are 

chosen. Nine features are formed by Euclidian distances 

between these points. These features consist of eye 

opening, mouth opening, mouth width, height of middle 

of eyebrows, height of inner eyebrows, and the means of 

distances between outer lip corners and inner eye corners. 

Uncertainty and vagueness are the indispensable and 

fundamental aspects of knowledge where in many of 

practical problems, there is vagueness in features and 

uncertainty in decision making. Fuzzy sets encounter the 

vagueness and uncertainty [4]-[5].  

     Two categories of facial features are used in [6]: 1- 

the primary features, which are needed to recognize 

every six basic emotions, and the secondary features, 

which are considered as the auxiliary attributes for 

accurate emotion recognition. Mouth opening, mouth 

corners displacement, eye opening, and eyebrow 

constriction are instances of primary features. The 

existence of tooth, lips thickness, mouth length, nose-side 

wrinkles, and eyebrows slope are instances of secondary 

facial features. According to [7], two levels of 

uncertainty can be considered in emotion recognition: 

intra-personal level uncertainty and interpersonal level 

uncertainty. A person may have variation in facial 

expression related to similar emotive experience, which 

results in intra-personal level uncertainty. On the other 

hand, different persons may have variation in facial 

expression for similar emotional experience, which 

results in interpersonal level uncertainty. To model these 

types of uncertainties, authors in [8] use the fuzzy 

approach. The skin-colored and eight facial components 

consist of eye brows, eyes, forehead, lips, teeth, chin, 

nose and cheeks are used in [9] for face expression 

detection. In [10], the fuzzy relational approach selects 

some facial features such as mouth opening, eye opening 

and the length of eyebrow constriction extracted from the 

INTERNATIONAL JOURNAL OF FUZZY SYSTEMS and ADVANCED APPLICATIONS Volume 4, 2017

ISSN: 2313-0512 14

http://khatam.ac.ir/en/content/department-electrical-and-electronics-engineering
http://khatam.ac.ir/en/content/department-electrical-and-electronics-engineering
mailto:m.imani@khatam.ac.ir
mailto:%20montazer@modares.ac.ir).
mailto:%20montazer@modares.ac.ir).


localized regions. Then, the extracted features are 

fuzzified, and fed into a Mamdani-type relational model. 

      For different pattern recognition problems, the varied 

feature extraction methods have been proposed [11]-[13]. 

The most popular supervised feature extraction method is 

linear discriminant analysis (LDA) [14]-[15]. In this 

method, the between-class scatter is maximized while 

simultaneously the within-class scatter is minimized. 

LDA has some difficulties. The within-class scatter 

matrix becomes singular when a small training sample is 

available. Moreover, because of limitation in the rank of 

between-class scatter matrix, LDA can extract maximum 

    features where the number of classes is denoted by 

 . The principal component analysis (PCA) transform is 

the most popular unsupervised feature extraction method 

[15]. PCA produces a lower dimensional feature space 

where the direction with the largest variance for data is 

selected. In small sample size situations, PCA can 

outperform LDA because PCA has less sensitivity to 

different sizes of training sets. Because PCA does not 

consider the class separability, it may not be very 

efficient in classification problems. Locality preserving 

projection (LPP) is a manifold learning method which 

can be performed supervised or unsupervised [16]. LPP 

maintains the locality of data structure. While 

unsupervised LPP has good efficiency in data 

reconstruction, the supervised LPP can be a good choice 

in data classification. Nonparametric weighted feature 

extraction (NWFE), which is an extension of LDA, deals 

with difficulties of LDA, and so, is efficient using both 

the small and large training set from the classification 

accuracy point of view [17]. The nonparametric scatter 

matrices of NWFE calculated by the weighted mean 

allow to extract more than     features. 

      While the most facial emotion recognition methods 

use the geometrical features of face for emotion 

recognition, which is complex and time consuming, we 

propose to use the discriminant features simply extracted 

by nonparametric weighted feature extraction. To 

improve the classification results by considering the 

inherent uncertainty present in facial emotion data, the 

fuzzy measure is used for classification. In other words, a 

nearest neighbor (NN) classifier with fuzzy Euclidean 

distance is used for classification of extracted features.  

The proposed method is experimented on a popular facial 

expression database. The results show the superiority of 

the proposed method compared to some other emotion 

recognition methods.  

     The reminder of this work is continued as follows. 

The proposed method is introduced in section II and the 

experimental results are reported in section III. Finally, 

section IV represents the conclusions.  

II. PROPOSED METHOD 

An emotion recognition method from facial features is 

proposed in this section. So far, many methods have been 

proposed for face detection. In this work, the assumption 

is that the face detection step is done and the part of 

image that contains the frontal face is provided and 

forwarded to the next step. Almost, all facial emotion 

recognition methods use the geometrical features of face 

images such as eye opening, height of middle of 

eyebrows, and mouth opening as the discriminant 

features for separating different emotion classes. The 

extraction of facial geometrical features is complicated 

and time consuming, and the final precision of 

classification is largely dependent to the precision of 

detection of them.  

     The proposed emotion recognition method in this 

paper uses the NWFE for feature extraction and the NN 

classifier with Euclidean distance for classification. A 

nonparametric extension of scatter matrices is used in 

NWFE which provides some advantages compared to 

parametric discriminant analysis methods. The 

nonparametric scatter matrices in NWFE are full rank, 

and so, can provide the desired number of extracted 

features. In addition, because of the nonparametric nature 

of scatter matrices, NWFE is efficient even for non-

normal datasets. It assigns greater weight to sample 

points near the expected decision boundary, and so, the 

classification accuracy is improved. Moreover, NWFE 

deals with the singularity problem of within-class scatter 

matrix using the regularization approach. To compute the 

weighted mean, NWFE assigns different weights on 

every sample. The nonparametric within-class scatter 

matrix      and between-class scatter matrix      are 

calculated by:  
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where   
   

 is  th sample of class  ,    is the number of 

training samples in class  ,    represents the prior 

probability of class   and   is the number of classes. The 

scatter matrix weight   
     

  and the weighted mean 

     
     are defined as follows: 
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Fig. 1. The sample images of JAFFE database. 
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To deals with singularity of   , the following 

regularization method is used: 

                                                              (6)  

 

where the diagonal parts of matrix   is denoted by 

       . To obtain the projection matrix, the Fisher 

criterion,         
      is used.  

      For facial feature extraction using NWFE, each face 

image with   rows  and   column is firstly reshaped to a 

    vector where      . Then, the projection 

matrix is calculated using the training samples vectors. 

By applying the transformation on  -dimensional vector, 

  discriminant features are extracted. Let   

              be the feature vector extracted from a 

sample image of dataset. The membership value of each 

feature is considered to be simply the normalized feature 

value as follows: 

               
         

             
                            (7) 

Then, the NN classifier with fuzzy Euclidean distance is 

used to compute the label (emotion) of each testing 

sample (a non-seen face image). Let   

       be the 

membership degree of feature    in the feature vector of 

 th training sample      and   
      be the degree of 

membership of    in the feature vector of testing sample 

   . The fuzzy Euclidean distance between training 

sample    and testing sample   is calculated by: 
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where      
 
    is the number of total training 

samples. The label of testing sample   is obtained by: 

                                                                      (9)  

III. EXPERIMENTS 

In this section, the performance of the proposed method 

is compared to some facial emotion recognition methods. 

The Japanese Female Facial Expression (JAFFE) 

Database, which contains 213 images of 10 Japanese 

female models, is used in experiments [18]. The models 

posed 7 facial expressions consist of anger, disgust, 

sadness, neutrality, happiness, surprise, and fear. The 

JAFFE images were taken at the Psychology Department 

in Kyushu University. Some samples of this database are 

shown in Fig. 1.   

      For doing experiments, we used 15 images from each 

class for training and the remained samples are used as 

testing samples. To assess the performance of different 

methods, we use several measures such as average 

recognition rate (mean of class specific accuracies), 

overall recognition rate (the percentage of correctly 

classified samples), and Kappa coefficient [19]. The 

Kappa coefficient is defined by: 
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where   is the number of testing samples,   is the number 

of classes.     denotes the number of testing samples 

correctly recognized in class  ,     is the number of 

testing samples recognized as class  , and     representes 

the number of samples predicted as belonging to class  . 

In addition, the McNemars test is done to assess the 

statistical significance of differences in the achieved 

recognition rates [20]. The parameter     in McNemars 

test is defined as:  

 

Anger Disgust Sad Neutral Happy Surprise Fear

Anger Disgust Sad Neutral Happy Surprise Fear

Anger Disgust Sad Neutral Happy Surprise Fear

Anger Disgust Sad Neutral Happy Surprise Fear
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Fig. 2. The average recognition rate versus the number of extracted 

features. 

                                 
       

        
                                 (11) 

 

where     denotes the number of samples correctly 

recognized by method 1 and incorrectly by method 2. 

The difference in the recognition rate between methods 1 

and 2 is statistically significant if             . The sign 

of     is used to say whether method 1 is more accurate 

than classifier 2           or vice versa          .  

      

 

The proposed approach uses the NWFE method for 

feature extraction from face images and the NN classifier 

with fuzzy Euclidean distance for classification. The 

performance of the proposed method is assessed when 

other feature transformations such as LDA, LPP, and 

PCA are used instead of NWFE. The comparison results 

are shown in Fig. 2. This figure illustrates the average 

recognition rate versus the number of extracted features. 

As we can see, NWFE is superior to other methods 

especially when a low number of features (3 to 16 

features) are extracted. The classification results obtained 

by 13 features are represented in Table I. The results of 

McNemars test are represented in Table II. In all methods 

except PCA the fear class is recognized with the lowest 

accuracy. The supervised feature extraction methods 

(NWFE and LDA) recognize angry with the highest 

accuracy and unsupervised feature extraction methods 

(LPP and PCA) classify the neutral class with the highest 

recognition rate. The performance of the proposed 

method is also compared to the fuzzy relational approach 

[10], multilayer perceptron (MLP) [21]-[22], and radial 

basis function network (RBFN) [21]-[22] methods in 

terms of average recognition rate. The results are 

reported in Table III.  

 

 

Table I. The classification results obtained by 13 features. 

 

 

 

 

 

 

 

 

 

 

 

 

Table II. The McNemars test results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table III. Comparison of face emotion recognition methods. 

 

 

 

 

 

 

 

 

 

 

 

 

Class  NWFE LDA LPP PCA 

Anger 96.67 66.67 80.00 83.33 

Disgust 82.76 62.07 86.21 79.31 

Sadness  80.65 58.06 74.19 80.65 

Neutral 93.33 60.00 90.00 93.33 

Happiness  93.55 48.39 74.19 70.97 

Surprise 83.33 56.67 76.67 76.67 

Fear 71.88 46.88 68.75 71.88 

Average Recognition rate 86.02 56.96 78.57 79.45 

Overall recognition rate 85.92 56.81 78.40 79.34 

Kappa coefficient 0.8357 0.4962 0.7481 0.7590 

 NWFE LDA LPP PCA 

NWFE 0 7.52 2.83 2.56 

LDA -7.52 0 -6.04 -6.30 

LPP -2.83 6.04 0 -0.53 

PCA -2.56 6.30 0.53 0 

Method  Average 

recognition rate 

Proposed  86.02 

Fuzzy relational approach  82.32 

MLP  67.58 

RBFN  60.73 
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IV. CONCLUSION 

An emotion recognition method was proposed in this 

paper that uses the NWFE transformation for feature 

extraction from face images. The proposed method uses 

the NN classifier for classification of extracted features 

and includes the fuzzy measure in the classifier to model 

the uncertainties contained in the emotional extracted 

features. The experimental results show that the proposed 

method outperforms some other feature extraction 

methods such as LDA, LPP, and PCA and also is 

superior to some other facial emotion recognition 

methods such as fuzzy relational approach, MLP, and 

RBFN. 
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