
 

 

  
Abstract— Clustering is an important analysis in discovering 

groups of genes that have similar expression patterns in microarray 
data analysis. However, the hard clustering method, which correctly 
assigns each gene to a cluster, is not well appropriate for these data 
sets. In this work, it is going to be worked with fuzzy clustering 
algorithm to overcome hard clustering limitations. Fuzzy clustering 
algorithms allow each gene to belong to all clusters with a certain 
membership rating by removing the constraint of assigning to a single 
cluster. It is aimed to perform simpler analyzes by studying fuzzy 
clustering algorithms, a method of soft techniques developed to meet 
the need for developing alternative statistical methods in cases where 
classical clustering analysis is insufficient to analyze data. 
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1. INTRODUCTION 

ene expression data is an invaluable information. 
However, the natural way to describe patterns that 
organize the underlying mechanisms of action is to 

combine genes with similar expression patterns. The first step 
towards this aim is to adopt a mathematical description of the 
similarity. Clustering techniques use these mathematical 
descriptions to group genes in a given sample according to 
their expression profiles. Clustering algorithms allow each 
gene to locate the group containing its similar profiles. It is 
expected that genes in the same cluster have similar biological 
function. However, biological gene activities are very complex 
structures. It is known that given genes are subject to 
regulation by many manners of molecule. The general form of 
expression of a given gene may therefore correspond to the 
coincidence of different patterns. To determine this complexity 
and examine tightly related gene groups, fuzzy clustering 
algorithms are used that are faster in computing than the 
classical techniques and contain more flexible capabilities. In 
contrast to classical (hard) clustering algorithms, fuzzy 
clustering algorithms allow each gene to be bound to all 
clusters via a real valued uij  vector. This vector takes values 

between 0 and 1. The use of membership values uij  helps to 
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identify genes associated with other genes or linked to more 
than one cluster, thus its biological complexity is discovered. 
 

2. FUZZY CLUSTERING ALGORITHM 
 

Since fuzzy clustering algorithms deal with the uncertainty 
of real numbers, it helps to reveal clustering patterns that are 
appropriate for daily life experience. Fuzzy clustering 
algorithms also use mathematical descriptions, i.e. distance 
measures, to group similar expressions, such as clustering 
algorithms. However, unlike classical clustering techniques, 
each member uses membership functions that allow certain 
aggregates to be entered into a certain degree.  Membership is 
defined by 
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If any data is closer to the cluster center, the membership 
value of that cluster becomes the largest.  The sum of the 
membership grades of the given word is equal to 1. Fuzzy 
clustering algorithms usually use the objective function.  
Objective function based algorithms aim to solve clustering 
problem by turning it into optimization problem. 

 
2.1. The fuzzy c- means clustering algorithm (FCM) 

The most widely used algorithm, based on the least 
reduction of the objective function, was developed by Bezdek 
in 1973 [3]. This method is based on the fuzzy logic (1965) 
proposed by Zadeh [7]. The objective function used in the 
algorithm is as follows: 
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Equation (2) contains a number of variables: there are 

{ , , ..., } ,1 2
nX x x x R thedatan= ⊂ =                                (2a) 

c = number of clusters in X;   2 ,c n≤ ≤                             (2b) 
m = weighting exponent 1 ,m≤ ≤ ∞                                    (2c) 
U = fuzzy c- partition of X,                                                  (2d) 

( ), , ...,1 2 cυ υ υ υ= = vectors of centers                               (2e) 
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2
x j iυ−  is the square of distance from data x j  to centroid 

iυ . 
 
 

( , )J u υ  value is the total of pattern measurement of all 
weighted least square errors. If the objective function is 
differentiated according to uij  and iυ , using the Lagrange 

multipliers method, the obtained equations are as follows; 
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These equations form the iterative optimization process. The 
FCM algorithm is executed in the following steps: 
 (A1) Fix c, m, ε and choose any product norm metric for 

calculation of  
2

x j iυ−  

(A2) Computate of centroids using Eq.(3) 
(A3) Update the membership uij using Eq.(4) 

(A4) Repeat (A1) and (A2) until stabilization, i.e. 
( ) ( 1) , 1t tU U tε−− ≤   

where ε is the stop criterion between 0 and 1, and t is the 
number of repetitions. Through this process J converges to a 
local minimum.  The BCO algorithm depends on the randomly 
initialized values at startup and updates it iteratively using 
these values.  Better performance can be achieved by using an 
algorithm to identify all centers or by repeatedly running the 
BCO with different start centers [1]. 
 
 

3. DATA SET 
 

Microarray gene expressions of Alzheimer's disease were 
obtained from the National Center for Biotechnology 
Information (NCBI) database, which is open to access. The 
transformed values of the data were calculated and 2 samples 
(1 control, 1 severe patient) were run on 22283 genes. 

 
4. ANALYSIS RESULTS 

 
Due to the large size of the data, long-term analysis is not 

being able to be drawn the graph of the cluster, MATLAB 
program was studied with. For the fuzzy clustering analysis of 
the genetic data, the optimum number of clusters was initially 
obtained. It was analyzed the Fuzzy C- Means algorithm, with 

all initial parameter values kept constant, the fuzzifier 
parameter m = 2, and the stop criterion epsilon 1e-6. The most 
commonly used validity indices were calculated to determine 
the optimal number of clusters.  

Considering the partition coefficient (PC), classification 
entropy (CE), partition index (SC), separation index (S), Xie 
and Beni's Index (XB), the optimum number of clusters had 
been decided. However, evaluation of these two coefficients 
(PC) and (CE) were abandoned, since it is irrelevant that the 
number of the clusters for which the minimum value of the 
classification entropy is usually two or three, the partition 
coefficient is the maximum and the disconnection of the direct 
coupling of the partition coefficient to the properties of the 
data is a disadvantage. In Table 1, the validation indices are 
given according to the number of clusters. 

 
 
 

 
Table 1: Values of Validity Indices for FCM Algorithm 

 
 
The optimal number of clusters for FCM was selected as 10. 
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Figure 1: Graphs of Validity Indices for the FCM Algorithm 
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Figure 2: Objective Function Graph 
 
As can be seen from Fig. 2, no significant change in the 
objective function can be obtained after the 100th  iteration. 
 

 
Table 2: Membership Values for the FCM Algorithm 

 
As the data set is too large, the membership grades of 5 
elements are shown in Table 2 as an example, instead of 
showing the membership degree of each element. Elements 
belong to the group they have high membership value. Filled 
cells show that which element belongs to which cluster. 
 

 
Figure 3: Clustered Data Set with FCM Algorithm 

 
 

5. CONCLUSION 
Fuzzy clustering is an appropriate method for selecting 

genes that exhibit a tight association with given clusters. 
Conventional fractional clustering methods force clusters that 
do not match all genes to clusters or even variations in 
expression. Fuzzy set algorithms have been developed as an 
alternative to hard clustering techniques in high-dimensional 
data sets such as microarray gene expression data sets. Fuzzy 
C-means was used in this study aiming to separate groups 
according to similar expression patterns of gene data from 
Alzheimer's patients and control group. For this algorithm, all 
initial parameters are taken as the same, and the optimal 
clustering numbers required for the algorithm is calculated 
with the validation indices in the literature. The BCO 
algorithm has discovered 10 similar patterns. It can be stated 
that the Fuzzy C- Means method provides a sensitive result. 
The clusters formed by the FCM algorithm are well separated 
as shown in Fig.3. The FCM algorithm may try to produce 
better results for this data. However, it should not be forgotten 
that the selected initial values are very important for this result. 
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