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Abstract—Similarity computation plays a critical role in col- ratings data are sparse. It is quite common in the current
laborative filtering-based recommender systems. As these systemsrecommender systems that ratings data sparsity occurs in
recommend items based on user ratings, they involve severalgeyarg) situations. It occurs when a new user or item enters

inherent problems such as data sparsity, cold-start, scalability, .
and user subjectivity. Much effort has been devoted to handle N0 the system, known as theld start problen{1], [3]. But,

these problems and simultaneously enhance the performance the data sparsity problem arises mainly because many systems
of the system, but there are still much to be improved. This maintain a very large set of products.

study focuses on user-based collaborative filtering systems and Model-based CF techniques constitute another approach of
proposes a new similarity measure which not only considers ~p systems to overcome such shortcomings of memory-based

user ratings for common items but also reflects the rating t Thev | del f i dat - hi
behavior of all the users on each common item onto similarity. Systems. They learn a model Irom ralings data using machine

Performance of the proposed measure is investigated extensivelyl®arning or data mining algorithms to make recommendations.
under very different ratings data conditions. The results state Popular models include Bayesian belief nets, clustering, latent

that it mostly outperforms state-of-the-art similarity measures, class models, and singular value decomposition (SVD) [3].
where the degree of improvement is significantly high when it tj5\ever, model construction is usually time-consuming and
incorporates Pearson correlation. . L o

Index Terms—collaborative filtering, recommender system, requires _the estimation of many parameters, which is thereby
similarity measure, fuzzy logic, user-based collaborative filtering 100 sensitive to data changes. Hence, several attempts have

been made to compensate the shortcomings of the memory-
based CF systems by combining additional information with
l. INTRODUCTION the traditional similarity measures [4]-[10]. Such information

Collaborative filtering (CF) is the most popular techniquancludes the number of co-rated items, the entropy of ratings,
used by recommender systems. This technique has been simgularity of ratings, etc. However, it is often heuristic-based
ployed by many current commercial systems such as Ama-neglects the global rating behavior of users on items.
zon.com and eBay [1]-[3]. These systems are based on th&his study suggests a novel similarity measure for user-
principle of memory-based methodghich search for similar based CF systems. The proposed measure is intended to reflect
users or items using the user ratings data and accumulate th&rrating behavior of users on each item onto similarity com-
ratings for unrated items to make recommendations. Whethpitation in a more systematic manner. It computes fuzzy ranks
similarity is computed between users or items determines thieuser ratings on an item and combines them with traditional
type of memory-based methods. The former is so-callst- similarity measures. We conduct extensive experiments using
basedtechnique, whereas the latter is nanitedn-basedThat three well-known datasets with different characteristics and
is, the item-based technigue recommends items similar to thdieel that the proposed measure outperforms the state-of-the-
for which the current user has shown preferences. This stualy similarity measures in most results, especially when it
focuses on the user-based CF. incorporates Pearson correlation.

Similar users critically affect the reliability of the user-based The rest of this paper is organized as follows. We present
CF systems. Thus various techniques in the literature hastedies on similarity measures for CF systems in Section 2. In
been devised to measure similarity between two users. M&siction 3, a new similarity measure is proposed, followed by
famous ones are Pearson correlation and the cosine similating experiments and results in Section 4. Section 5 concludes
but other variants also exist. Other similarity measures inclutlee paper.
constrained Pearson correlation that uses midpoint instead of
the mean, Spearman rank correlation, Kendall'sorrelation ]
that uses relative ranks instead of the ranks used by SpearflafRécommendation Procedure
rank correlation [2], [3]. In order to recommend items to an active useicollabo-

However, existing similarity measures used for the usemtive filtering systems follow the procedure below [2].
based CF manipulate user ratings only, which is often insuf- Find a set of similar users (nearest neighborS)y,
ficient to produce reliable similarities, especially when thaccording to a similarity measure chosen by the system.

Il. BACKGROUND AND RELATED WORKS
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2. Estimate a rating that might be given by usdor an itemxz  C. Weight-based Similarity Measures
yet unseen by the user. One of the most well-known prediction ) . )
formula takes the weighted average of all the ratings given by'n order to overcome shortcomings of the traditional sim-

NN as follows [11]. ilarity measures, many researches devised various functions
to be combined with the measures as weights [6], [9], [14]-
_— Y venn SIm(u, v)(ro,e — ) [17]. These functions usually make use of the number of items

)

co-rated by the two users for whom similarity computation
is made. This approach is based on the assumption that two
wheresim(u, v) is similarity between two usersandv, r.»  ysers with more commonly rated items would demonstrate
the rating given by user to itemz, andr, the average rating higher similarity between their ratings. Examples of such
by useru on all the other rated items. function include a sigmoid function of the number of common
3. Recommend those unseen items with predicted ratingssrs [6], the degree of rating overlap [18], and the ratio
higher than a predetermined threshold. of the number of co-rated items nam@dccard index[15].

As figured out from the above procedure, determining thgthough these strategies of combining weights with previous
nearest neighbors affects the performance of collaboratifignilarity measures are simple, they basically rely on the

filtering systems significantly, which indicates the importanggumber of ratings for common items, disregarding any context
of a similarity measure employed by the system. information inherent in them.

ZveNN |sim(u,v)]

As another type of weight, fuzzification is adopted to reflect
vagueness and subjectivity of the user ratings on similarity

In the literature, representative similarity measures inclug@mputation. Son integrates the fuzzy similarity based on the
Pearson correlation, cosine similarity, and the mean squat&grs’ demographic data with Pearson correlation [10]. It is
differences [1], [3], [12]. Pearson correlation is a representatit@ported that this method obtains higher accuracy than other
correlation-based similarity measure. It estimates similaritglevant methods. The study presented in [4] incorporated the

B. Traditional Similarity Measures

between users andwv as below. fuzzy rating values and rating deviation values into existing
similarity metrics as weights.
Z (Fui = Tu)(roi = 7o) Recently, some studies employed the concept of entropy
COR(u,v) = t€luw proposed by Shannon [19] into similarity computation [7],
Z (Pui — Fu)? Z (Foi — 70)? [19]-[23]. In [22], the rating of an unrated item is comple-
iETnn ’ ieTny ’ mented by the entropy. Li and Zheng measure similarity based

on Pearson correlation but take Bhattacharyya Coefficient and
In this equation/, ., refers to the set of items co-rated by tweentropy into account [21]. Kwon et al. estimated the entropy
usersu andv, r,,; indicates the rating given by userto item of ratings of each user and incorporated the entropy difference
i, andr, the average rating of user of the items inZ, ,. between two users into the conventional similarity measures
Similarity between two users can be also estimated by usif{g. Wang et al. measures the relative difference between rat-
the cosine similarity. It treats ratings of a user as a vector ai@s using the entropy to be combined with Pearson correlation
computes the cosine angle between the two vectors of uf23]. Although the entropy is a useful tool to improve the
ratings. Formally, the cosine similarity is defined as followsguality of the CF system, it is mostly estimated with respect
to a user, instead of an item. Hence, its effectiveness is largely

E Tu,iTv,i dependent on the number of ratings given by a user. As another
1S3 e solution using entropy as weight, Lee estimated entropy with
COS(u,v) = . X Lo .
9 9 respect to each item and combined it with the conventional
E ru,i E rv,i

similarity measures [8]. The study is distinct from previous
ones in that the merge of the entropy weight is done at each
Another popular similarity measure is the mean squard§m level.

differences. It computes the mean squared difference betweehhere have been few studies on developing weights with
normalized ratings of two users for each common iterh€SPect to an item for similarity computation. The work in [5]

€1y, €1y,

Specifically, suggested a new definition of weight narmsigularity which
is incorporated into the mean squared differences. Singularity
MSD(u,v) =1— 1 Z (= )2, measures the degreg Qf uniqueness of a high or Iqw rating
[ Luol il ’ ’ on each item. Two similar ratings both with higher singular-
o ities contribute to higher similarity. However, the similarity
wherer;, ; is a normalized rating of,,; within [0, 1]. measure proposed by their study requires to determine proper

As all of these measures derive similarity from the ratingbresholds for distinguishing between high and low ratings
given to the common items by two users, they suffer from tHer performance. Also, these thresholds equally apply to all
cold-start problem [13] or the data sparsity problem whicthe items regardless of the statistical distributions of ratings
often makes the resulting similarity values unreliable. associated with the items.
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TABLE | L—L, if1<k<d
ILLUSTRATION OF USER RATINGS AND SIMILARITY m2 (k) — d —]% d— 1max
o + if d <k <mazx
ul u2 u3 ud ub ub u’7 u8 _ 7 =N =
T 2 4 8 3 2 6 9 4 d—maz  mar—d
2 4 6 4 6 6 5 4 5 .
Pearson correlationu(, u2) 1.0 3(k) — 0, k d fl<k<d
cosine similarity {1, u2) 0.9923 m ( ) - _ if d <k < max
mean squared differences 1| u2) 0.9506 max — d max — d’ -
The five fuzzy sets in Fig. 1(c) are defined as follows, where
d = (max —1)/9.
I1l. PROPOSEDMEASURE 1. f1<k<lid
. . k 1
A. Motivation m! (k) = —3 7+ @(1+4d), if1+d<k<1+4d

The proposed similarity measure aims to reflect the rating 0, if k>144d
behavior of users for each item. Table | illustrates ratings made
by eight usersul to u8 on two items:1 and 2. Consider k i( ) fl1<k<1l42d
similarity between usergl and 2. The table also presents 3d 3d ’ T
the similarity computed using the three conventional measurgs? (k) = 1, 1 1 if 1+2d<k=<1+3d

The rating differences made by usear$ and u2 on the ~34 + ﬁ(l +6d), if1+3d<k<1+6d
tvyo items are the same, ie., j[WO, but they can be interpre_zted ’ if k>1+6d
differently considering the ratings by other users. Assuming
the rating range of the system is [1,10], the rating difference k 1 .
on i1 between the two users is relatively much smaller than 3d @(1 +d), %f l+d<k<l+dd
that oni2. The latter difference is in fact the maximum among,3 ;) — ; if 1+4d <k <1+45d
all the differencgs on2. Nevert_he_lesg., it is obseryeq th_at _k + i(l +8d), if1+5d<k<1+8d
Pearson correlation yields the similarity of one. This implies 3d ~ 3d S h<l4dk>1+8d
that Pearson correlation would be most improved when our ’ nr= =
strategy of reflecting the global rating behavior is applied. k 1

— — —(1+3d), if 1+3d<k<1+6d
3d 3d
B. Fuzzy Functions mA (k) = , if1+6d<k<1+4+7d
- k 1 .

To implement the observation above, we exploit the fuzzy 34 + ﬁ(l +10d), if 14+7d <k < max
ranks of ratings on each item for similarity computation , if k<1+3d
between two users. Ldt, ; be the rank of a rating by user

. . o : . k 1
given to itemi with resp_ect to all the user ratings forAlso let N (145d), if1+5d<k<1+8d
k., be represented using membership values dfizzy sets m® (k) = 3d 3d ]
as< m, ;,,m2 ., ...,m", >. We use three different functions 1, if1+8d<k
. . ; 0, if k<1+5d

shown in Fig. 1 for fuzzification of ranks. For instance, if

k. = 4 and the maximum rank (max) is 5, the rank can bg. Proposed Similarity Measures

substituted by<0.25, 0.75- using the function in Fig. 1(a). Now that all the fuzzy sets are defined in the previous

In th? next sectipn, we experiment with all typ?s Of. fuz.z¥ubsection we propose a weight measure which favors a
functions shown in Fig. 1 and discover the function yleldlngmaller difference between two fuzzy ranks of ratings on an

the best performance. . ) LS
The definiti f th bershio f . b .E/em co-rated by two users andv. The weight on item for
e definition of the membership functions can be easil\.. <., andw is defined as

formulated from Fig. 1. Specifically, a rank is converted

into Ly j '
Wy, (i) =1— " Z |mf“ - m77”|
j=1

ml(kz) _ mazr — k
mazr — 1
Using the ratings listed in Table I, we compute fuzzy ranks
2, k=1 using two membership functions depicted in Fig. 1(a). The
m* (k) = ——, : . .
max — 1 fuzzy ranks of ratings for the two itemi$ and:2 are presented

according to Fig. 1(a). Using the three fuzzy sets in Fig. 1(b] Table II. Then the weights for userg andu2 are calculated

2 ) 'S Wy1,42(11)=0.57 andw, ,2(72)=0. Note that for itemi2,
whend indicates the mediarimaz + 1)/2, the rating difference between the users is locally the maximum,

k d thus yielding the lowest weight.

m'(k)={ 1-d 1-d

0,
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Fig. 1. Fuzzy functions used for experiments

TABLE 1l
ILLUSTRATION OF USER RATINGS AND FUZZY RANKS

ul u2 u3 u4 udb ub u7 u8
ratings for:1 2 4 8 3 2 6 9 4
ranks foril 1 4 7 3 1 6 8 4
fuzzy ranks foril < 1,0 > < 0.57,0.43 > < 0.14,0.86 > < 0.71,0.29 > <1,0> < 0.29,0.71 > <0,1> < 0.57,0.43 >
ratings for:2 4 6 4 6 6 5 4 5
ranks for:2 1 6 1 6 6 4 1 4
fuzzy ranks for:2 <1,0> <0,1> <1,0> <0,1> <0,1> < 0.4,0.6 > <1,0> <0.4,0.6 >

(COR) and the cosine similarity (COS). Our similarity mea- The proposed measures have basically the same principle
sures, denoted a8'ORpgrank and COSFrank, between two with the ones suggested by [5] and [8]. The only difference is
usersu andv, are formally defined below, wherk, , refers on the definition of weight and the type of traditional similarity
to the set of items co-rated by the two users. In the definitiomeasure to merge with. The weight in the similarity measure
ry,; indicates the rating given by userto item andr, the presented in [5] utilizes the concept of singularity. Higher
average rating of user of the items inl, ,. weight is assigned to a rare high or low rating. Hence, this

method may not be efficient when the ratings data are dense
and the range of ratings is small, as demonstrated through

Z (ru,i - Fu)(rv,i - fv)wu,v(i)

CORp mame (1, 0) = i€y some (_experiments in Iite_rature [8]. Mqreover, _it r?eed_s_ to
Z (s — 70)’ Z (roi — 7o)’ determine thresholds for high and low ratings, which is critical
S ' &5 ’ for. performance. Qn the othgr hand, [8] t.akes _the entropy of
“r e ratings for each item as weight. Thus, it assigns the same
weight to the items whose associated entropies are the same,
Z ru,irv,iwu,v(i)

no matter what their ratings are. The proposed measures are

i€l ; : .
COSFRank (1, v) = different from these measures in that the weight takes each

Z "2 Z "2 specific rating of an item into account and are not dependent
u, v,%

e, e, on any performance parameter.

Furthermore, we incorporate the weight into another popular IV. PERFORMANCERESULTS

similarity measure, the mean squared differences (MSD) A0 Design of Experiments
suggest a new measure. Specifically,

We examined performance of the CF system with the
1

B , /2 MSD /. proposed similarity measures implemented. Table 11l lists three

MSDpani(u,v) = 1= [Tl Z (rus = m4) "Wy (0), popular datasets used in the related field. These datasets have
i very different characteristics from each other, thus purposely

where the normalized rating/,; is computed as(r,; — chosen to investigate the performance under various data

. . . i environment. Sparsity level represents the degree of sparseness
rmm)/_(r_mw rm_m). Here,r a2 andr,,;, are the maximum o ot pd _ ty t Ig o total numbg o mtirl?(ls
and minimum ratings allowed by the system, respectively. TIgé the ratings and is computed as- matriz size -
weight described above also appliesMbS D gank, but it is Due to the limited capacity of the PC for experiments we
modified as follows due to the definition of MSD. selected subsets of the users and their associated ratings from
" the original datasets.
MSD :\ _ l i In the dataset, 80% of the ratings data are used for training
wu,v (2) - Z |muz mv,i" . - o .
ni data, i.e., to find the most similar users (nearest neighbors,
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TABLE Il
CHARACTERISTICS OF THE DATASETS
MovieLens 1M BookCrossing Jester
Matrix size (usersratings) 10063952 1014883 998<100
Rating scale 1~5 (integer) 110 (integer) —10 ~ +10 (real)
Sparsity level 0.9610 0.9775 0.2936
Number of ratings per item ~590 4~168 322~998

NN). The rest 20% of the data is to evaluate the performancerngasure. Therefore, utilization of fuzzy ranks leads to better
the collaborative filtering system using the similarity measuimmprovement than by the entropy-weighted method, particu-
of concern. We employed two well-known indices to indicatkarly in terms of F1. Among the three fuzzy functions in Fig.
performance, MAE (Mean Absolute Error) and F1. MAEL, the one with three sets shown in Fig. 1(b) yielded the best
measures the difference between the predicted rating of rasults, which is specified in the legend.
unrated item and its real rating. 2) BookCrossing DatasetVe conducted experiments with
To evaluate recommendation quality of the system, we uaenuch sparser dataset, BookCrossing, and obtained the results
F1, which is a typical metric combining precision (P) and reyuite different from those with MovieLens, as shown in Fig. 3.
call (R) as a harmonic mean [23], i.ePR/(P+R). Precision Observe a noticeable performance gap between the similarity
is the ratio of relevant items out of all the recommended itemsieasures associated with COR in terms of MAE, where
Recall indicates the ratio of relevant recommended items a@UOR FR is outstandingly the best. This experiment proves
of all the relevant items. Considering the range of the ratingat COR is not resilient to data sparseness, since it is worst
scale provided by the dataset, we use the relevance thresheigh this dataset, whereas it performed relatively competitive
of four for MovieLens, eight for BookCrossing, and three fousing MovieLens as seen in Fig. 2. Such drawback of COR
Jester dataset, respectively. is best overcome by CQRR, which is realized due to its
We experimented with three conventional similarity meamanipulation of fuzzy ranks.
sures, Pearson correlation (COR), the cosine similarity (COS) Exploiting entropy also seems to overcome such drawback
and the mean squared differences (MSD). In addition, tli® COR as shown in the results of COR in Fig. 3, but the
entropy-weighted method suggested in [8] is implemented inégategy employed by SM is found to be more effective espe-
these three, each of which is denoted as CBRCOSE, cially in terms of MAE. Even so, COFER demonstrates that
and MSD_E. Likewise, the proposed method is adopted intRizzy ranks are most useful tools for enhancing performance
the three conventional measures and denoted as_ERR of COR.
COS FR, and MSDFR, as described in the previous section. gqr the experiments on COS and MSD, MAE results show
Finally, experimentation for Singularity Measure (SM) [5] isgmost ignorable differences among the measures except for
conducted. SM. It is observed that SM is extremely poor in terms of
both MAE and F1, compared to all the other measures. SM
is originally intended to improve performance of MSD, but
1) MovielLens DatasetFig. 2 presents performance result#s objective is not achieved as shown in the results related
using MovielLens dataset as the number of nearest neighbiordViSD with this sparse dataset. Notice that the proposed
varies. Surprisingly, SM is overall significantly outperformetheasure yields different behavior from that with MovieLens.
by all the other measures in both MAE and F1 metrics, evdat is, it is slightly defeated by the entropy-weighted mea-
by the original conventional measure. Although performansere, especially when combined with COS. As BookCrossing
of SM differs by the singularity threshold, the results indicate sparser and has longer rating range, the deviation of entropy
that its strategy is not effective with MovielLens. among items should be higher, which is believed to be better
Notice that the entropy-weighted method turns out to infeflecting the global rating behavior of users on items on
prove its base measure, especially when combined with CGRilarity than fuzzy ranks.
and MSD. For COS, the improvement by CESseems 3) Jester DatasetThe last experiments are conducted with
insignificant. This in general demonstrates the efficiency déster dataset. In Fig. 4, in case of COR-associated measures,
the entropy incorporation for MovielLens, even if the entropglifferent outcomes are noted, compared with COS- and MSD-
is not expected to fluctuate severely because of its small rargsociated measures. The main difference comes from the
of the rating scale of the dataset. results of CORE. This measure performs much poorer than
Considering the results of the proposed measure, it is foutite base COR measure, even if the entropy is incorporated.
that it achieves improvement over each of the correspondiAg reported in the literature, COR is reliable with enough
base measures. Especially, the improvement is quite noticeaddéa, which is the case with Jester dataset. Thus, combining
for COS FR. One of the reasons might be that COS perfornemtropy proves to negatively affect similarity computation of
far worse than COR and MSD with MovieLens, thus leavinGOR. However, this does not apply to the other conventional
much to be improved, which is well achieved by the proposedeasures as seen in the figure, where there shows ignorable

B. Experimental Results
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Fig. 2. Performance comparison with MovieLens dataset

differences of results between the measures except SM. between two users. Such behavior is measured by computing
Looking into the results of CORFR, its achievement is fuzzy ranks of user ratings on an item and incorporating them
dight compared to COR, as COR exhibits very competitiviato traditional similarity measures to develop a new measure.
performance in this dense dataset. This situation also occurs
for COS and MSD, indicating that combination of additional
information with the traditional measures appears not so useful
for a dense dataset with a long rating range. However, incor-We investigated performance of the proposed measure in
poration of fuzzy ranks into COR as proposed by CEBR depth using datasets with various characteristics. The experi-
allows still further improvement in terms of both MAE and F1ments result in that the proposed mostly outperforms not only
Although incorporation of weight is also made by SM wher#he conventional similarity measures but also the state-of-the-
the weight is so-called singularity, SM turns out to perforrart similarity measures which also attempt to achieve the same
worst. The reason may be mainly because of the dense dat@bigctive as ours, i.e., reflecting the users’ rating behavior onto
where high or low ratings should not be so singular as insémilarity. The improvements are found especially significant
sparser dataset. in all the datasets when the proposed measure incorporates
Pearson correlation. The experimental findings reveal that the
proposed strategy is promising in comparison to the weight-
This study proposed a new similarity measure for user-badealsed similarity measures, although further study should be
collaborative filtering systems. It is intended to reflect all of théone to discover proper combinations of previous similarity
users’ rating behavior on each common item onto similaritpeasures and the weights.

V. CONCLUSION
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