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Abstract—The term higher education refers to learning stages conducting at colleges, universities, and institutes of technology. Learning at this stage includes undergraduate, postgraduate, vocational education, and training. In this paper we discuss the roles of a novel computational technology known as knowledge mining, or data mining, that can facilitate the improve in learning competency and the support for administration in many aspects. Automatic knowledge acquisition and discovery from learners’ profiles and institutional repositories are expected to be major sources of intelligence not only to support a better learning object design, but also to help administrative decision making. We review the knowledge mining technology, its potential applications to higher education, and then present case studies of knowledge mining to support student recruiting and student retention planning.
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I. INTRODUCTION

During the last few years, we have witnessed an important shift in educational systems. The adoption of automatic learning ability from the field of knowledge mining and the availability of the World Wide Web have resulted in state of the art Web-based intelligent learning environments. The term environment in this context refers to a suite of computer programs that facilitates electronic learning (e-learning) and distance education. These facilities include course creation and delivery, learning tracking and assessment, enrollment, and administration.

This kind of system has many other names such as Learning Management System (LMS), Course Management System (CMS), Learning Content Management System (LCMS), and Virtual Learning Environment (VLE). The well-known systems such as Moodle (http://moodle.org), ATutor (http://www.atutor.ca), and WebCT and Blackboard (http://www.blackboard.com) have been adopted by many institutions and organizations worldwide to deliver online courses.

Despite the success and popularity of Web-based online courses, people soon realized that these online materials are nothing more than a group of static hypertext pages [26], [42] designed once and used by any learner regardless of their diversities in capabilities, needs, and perceptions. Since then, the issues of content adaptability and intelligent curriculum sequencing have become the major research goals for the development of advanced Web-based educational systems [21], [34], [45]. The intelligent learning environments have also been introduced [4], [18], [22], [27], [29], [35] to be the integrative approach of intelligent technology and Web-based educational systems.

Automatic knowledge acquisition and discovery from learners’ data repositories and knowledge bases are major sources of intelligence facilitating the creation of adaptive functionality of the most current intelligent learning environments [2], [11], [24], [38]. It is thus the main objective of this paper to discuss advances and trends in intelligent learning environments with the emphasis on the many roles of knowledge-mining technology contribute to the development of intelligent infrastructures.

The rest of this paper is organized as follows. In section 2, we briefly review essential concepts of knowledge mining. The potential applications of knowledge mining to educational data have been demonstrated through simple example in section 3. Discussion of intelligent techniques applied to education is in section 4. The proposed framework of integrating knowledge mining as intelligent modules in educational systems is in section 5. We then present case studies, in section 6, applying knowledge mining concepts to the real-world problems in education, that is, student recruitment and retention. Section 7 concludes the paper with discussion regarding possible future research directions.

II. PRELIMINARIES ON KNOWLEDGE MINING TECHNOLOGY

A. Basic Concepts

Knowledge mining [19], [31], [33] is the discovery of hidden knowledge stored in various forms and placed in large data repositories. Hidden knowledge refers to models and patterns that implicitly exist in the data set and are unknown a priori. For instance, consider the set of data instances \{(0, 3), (1, 6), (2, 15), (3, 30)\}. The explicit knowledge is that this
A clear problem statement should define what is to be accomplished and what the desired outcome is likely to be. For instance, if the objective of mining is to reduce the number of dropouts at junior college level, the specific problem statements might be, “Is there an association between financial support and students’ decision to leave school?” or, “Are there interdependencies among different groups of dropouts?”

The second step (data preparation) covers all activities necessary for preparing high quality data suitable for mining. Data preparation step includes collecting data from multiple sources, transforming the data format, and selecting data representatives with minimum but sufficient attributes. Data preparation is typically time consuming and likely to be performed iteratively. Meta-data and background knowledge are kinds of supportive information that can be applied in this step. Supporting tools that are useful for this step can be as simple as a notepad program, or more sophisticated tools such as those provided by SPSS or SAS data exploration packages.

The third step is knowledge mining, which is the search for and extraction of interesting patterns (local generalized structures) or models (global generalized structures) from data. Such patterns and models are called knowledge. This step is the backbone of the knowledge-mining process. Several techniques are available, but their application needs some adjustment to obtain optimal results.

The fourth step (knowledge evaluation) is to assess the accuracy and interestingness of the discovered knowledge over some threshold values. Accuracy is correctness of the induced model and it can be evaluated by using another set of data called test data. The required level of model accuracy has to be set by users or miners. Interestingness of the induced model is somehow a more subtle issue than the accuracy metric. Evaluating interestingness depends considerably on the judgment of miners or domain experts. Accurate and interesting knowledge is finally fed to the deployment step to become actionable information for an organization or to act as background knowledge for other knowledge-mining tasks.

III. MINING EDUCATIONAL DATA: A DEMONSTRATION

Knowledge mining can be conducted with different kinds of algorithms. Despite hundreds of available algorithms, they may be grouped roughly according to the task that specific algorithm performs into three categories: classification, association, and cluster analysis. For the purpose of demonstration, each knowledge-mining task will be performed on the dropout data at the secondary level (7th grade through 12th grade) in the school year 2003–2004 [40].

A. Dataset Detail

The dropout data was reported annually by the state education agencies throughout the United States including the District of Columbia, Puerto Rico, American Samoa, Guam, the Commonwealth of the Northern Mariana Islands, and the U.S. Virgin Islands. The data files have been collected and
made publicly available by the National Center for Education Statistics (NCES, http://nces.ed.gov), U.S. Department of Education. Data file for school year 2003–2004 includes only dropout data for school districts enrolling 1,000 or more students. A dropout is an individual who enrolled in school at some time during the previous school year but does not enroll at the beginning of the current school year. The school year is the 12-month period starting at October 1.

NCES does provide a caution that the data file should not be used to compute state-level estimation of public school dropouts because the reported data are restricted to state education agencies with membership of 1,000 or more. However, we can investigate the dropout patterns and dependencies among different dropout groups with the knowledge-mining technology. For simplicity, we will use only dropout data reported by school districts from the California and Florida states.

Each data record (also called data instance in the data-mining community) is a report from each school district and the record contains 15 variables (or attributes). The first three attributes are Locale (i.e., location of the school divided into eight categories: 1 = large city, 2 = midsize city, 3 = urban fringe of a large city, 4 = urban fringe of a midsize city, 5 = large town, 6 = small town, 7 = rural, outside metropolitan, and 8 = rural, within a metropolitan), LO-offered (i.e., the lowest grade of the school), and HI-offered (i.e., the highest grade offered by the school). Attributes 4–9 are the total number of student enrollments in grade 7 through 12. The nonzero number was grouped into four intervals: 1–999, 1,000–4,999, 5,000–9,999, 10,000–Infinity and encoded in the dataset as [1–1K], [1K–5K], [5K–10K], [10K–UP], respectively. Attributes 10–15 are the total number of dropouts at grade 7 through 12. The nonzero number was grouped into five intervals: 1–50, 51–99, 100–500, 501–999, 1,000–Infinity and accordingly encoded in the dataset as [1–50], [51–99], [100–500], [501–999], and [1,000–UP]. The number “—2” may appear in the dataset and it represents the “non-applicable” case, number “—1” means “data was not reported by the agency” and “0” encodes “no occurrence of the data element.” The first three data instances of California school districts are shown as follows:

8, KG, 12, [1–1K], [1–1K], [1–1K], [1–1K], [1–1K], [1–1K], 0, 0, 0, 50, 0, 0, 0, 0, 0

3, KG, 8, [1–1K], [1–1K], —2, —2, —2, —2, 0, 0, —2, —2, —2, —2

7, KG, 12, [1–1K], [1–1K], [1–1K], [1–1K], [1–1K], [1–1K], [1–1K], [1–1K], 0, 0, 0, [1–50], [1–50]

B. Mining for Classification Trees

The classification task is to find major characteristics that can classify correctly the specified target attribute. The algorithm normally applied for this task is J48 [44], which is known as a decision-tree induction algorithm because it can find (or induce) a pattern from the given data and display the pattern graphically as a tree. The leaf nodes at the bottom of the tree are the predicted decision, whereas the nodes at the upper levels are conditions to be fulfilled prior to making the decision.

Our objective is to draw some patterns from the dropout data of 565 public school districts in the California state compared with the patterns induced from the dropout data of 70 public school districts in the Florida state. The results of mining the 12th grade dropout patterns in the California state as compare to the Florida state are shown in Figure 2. The two patterns are slightly different. In the California pattern, the total number of 12th grade dropouts can be predicted from the total number of 11th grade dropouts. This pattern is 77.2% accurate measured with the 10-fold cross-validation method. But in the Florida pattern, the total number of 12th grade dropouts can be predicted from the total number of 10th grade dropouts (accuracy = 82.8% with the same measurement method as in the California mining). These results reveal the nature of knowledge-mining technology that it is data dependent. If the data change, the mined knowledge may change.

Besides decision-tree induction, the classification task can be performed using various kinds of machine-learning techniques such as artificial neural network, genetic algorithm, fuzzy rule induction, rough set theory, support vector machines, case-based reasoning, and many others. To derive cause-and-effect relationships or causal knowledge with some level of uncertainty, Bayesian belief network or Bayesian
network is utilized because it can convey both qualitative and quantitative information.

Bayesian network [15], [23] is a directed acyclic graph with nodes to represent variables or attributes, arcs to represent probabilistic correlations or dependencies between attributes, and conditional probability tables associated with each node. The table associated with the root node, which is an independent variable, contains unconditional probabilities. If there is a directed arc from node \( X \) to node \( Y \), then \( X \) is a parent of \( Y \), and \( Y \) is called a descendant of node \( X \). Given parent node(s), a variable is said to be conditionally independent of its non-descendants in the network. Decision tree (as shown in Figure 2) can be used to predict the future outcome given the learned pattern from the past data. But if we are interested in finding explanation about dependency relationships among data attributes or to learn cause-and-effect relationships, Bayesian network should be employed.

The Bayesian network-learning result of California 12th grade dropouts versus the result obtained from the Florida state data is shown in Figure 3 (conditional probability tables are omitted due to space limitation). To learn the cause-and-effect relationships using the Weka system, we have to set the search algorithm to ICS search; otherwise, with different search algorithms the learned network simply represents conditional dependencies among data attributes.

The Bayesian network in Figure 3(a) tells us that the total number of 12th grade enrollment and the total number of 8th grade dropouts are two direct causes of the number of 12th grade dropouts. Figure 3(b) depicts the Bayesian network learned from the Florida school districts. It can be noticed that in addition to the total number of 12th grade enrollment and the total number of 8th grade dropouts, the other three attributes (i.e., the total numbers of 7th, 9th, and 10th grade dropouts) also affect the number of 12th grade dropouts.

C. Mining for Association Rules

With the same set of data, we can perform association analysis to discover correlations or relationships that hold among data attributes. The results of association analysis are reported as the “IF-THEN” rule. The “IF” part states the antecedent or condition of the proposition that must be true. The “THEN” part is the conclusion. In Weka, the “IF-THEN” rule is displayed as Antecedent ==> Conclusion.

Association rules do not convey the cause-and-effect relationships; they simply state that if the event(s) in antecedent part does occur, the event(s) in the conclusion part must also occur. Therefore, they represent the co-occurrence relationships. The following rules show the best five results (in terms of confidence value or accuracy of the rule) of association analysis conducted with the Apriori algorithm [1] on California and Florida school districts data, respectively.

California school district

1. Grade-7-enrollment \([1–1K]\) ==> LO-offered = KG conf:(0.99)
2. Grade-7-enrollment \([1–1K]\) & Grade-8-enrollment \([1–1K]\) ==> LO-offered = KG conf:(0.99)
3. Grade-8-enrollment \([1–1K]\) ==> LO-offered = KG conf:(0.99)
4. Grade-7-enrollment \([1–1K]\) ==> Grade-8-enrollment \([1–1K]\) conf:(0.99)
5. LO-offered = KG & Grade-8-enrollment = \([1–1K]\) ==> Grade-7-enrollment = \([1–1K]\) conf:(0.99)

Florida school district

1. HI-offered = 12 ==> LO-offered = PK conf:(1)
2. LO-offered = PK ==> HI-offered = 12 conf:(1)
3. Grade-8-dropouts \([1–50]\) ==> LO-offered = PK conf:(1)
4. Grade-8-dropouts \([1–50]\) ==> HI-offered = 12 conf:(1)
5. HI-offered = 12 & Grade-8-dropouts\([1–50]\) ==> LO-offered = PK conf:(1)
Each association rule is annotated with confidence value (conf) to give information regarding how accurate the rule is. Given the association rule $X \Rightarrow Y$, the confidence value of this rule is the proportion of number of data instances that contain both $X$ and $Y$ events to the number of data instances that contain $X$ (the occurrence or absence of $Y$ does not affect the count of event $X$).

The value 1 is the most accurate association, whereas a value less than 1 implies that the rule might contain some error. Taking the last association rule in Florida school district as an example, the rule states the relationship that “if the highest grade offered by the school is 12 and the number of 8th grade dropouts is in the range [1–50], then the lowest grade offered by this school is pre-kindergarten.”

D. Data Cluster Analysis

Another commonly performed mining task is cluster analysis. Several algorithms exist that perform cluster analysis. However, the most fundamental and widely used algorithm is the k-means algorithm [28]. The parameter $k$ is the number of clusters that users have to specify.

The result of running k-means is the cluster centroids (or center points) that report the characteristics of representatives in each cluster. If we set $k$ to be 5 and run k-means on our data, we will obtain 5 centroids reporting characteristics of each data subgroup.

For instance, the first cluster of Florida school districts might be: a group of public schools located in rural area not within a metropolitan; the lowest grade mostly offered by these schools are pre-kindergarten; the highest grade mostly offered are grade 12; numbers of students enrolled in 7th, 8th, 9th, 10th, 11th, 12th grades are in the same range, that is 1–999; numbers of 7th through 12th grade student dropouts are also in the same range of 1–50.

Other groups of students in different school districts can be interpreted in the same manner. If we change the number of clusters (i.e., vary $k$ to different values), characteristics of each data cluster should also change.

IV. KNOWLEDGE MINING ROLES IN INTELLIGENT LEARNING SYSTEMS

Most intelligent learning systems are composed of five main components [17], [34]: student modeling, content and domain expert modeling, structure and communication module, pedagogical strategy module, and supporting module. These components cover activities and people involved in intelligent learning environment. Currently, knowledge-mining technology has been adopted to introduce intelligent behavior associated with various parts of such environments. In this section, we discuss the available technology supports and recently proposed approaches to mine knowledge; the discussion is based on these five components.

A. Student Modeling

Web-based education is a form of computer-supported learning in which course contents are delivered via the Internet. In such an educational setting, learning activities can take place pervasively through the support of Web servers. The server mediates courseware transmission and records Web access in log files. The Web logs normally contain learners’ navigation on Web sites including accessing time, Web traversal paths, and responses. These Web logs are major data sources widely used to perform mining in order to gain some knowledge about learners’ behavior. Zaiane [46] is among the first data-mining researchers interested in acquiring knowledge from Web logs. The early work of Zaiane focuses on the data preparation step of Web usage mining. Web mining is a powerful technology to obtain knowledge about how students learn the course materials, in which order the students study subtopics, which topics have been skipped, how much time the students spend on each topic, and how a pedagogical strategy affects students with different learning paces and styles.

Chen, Hsieh, and Hsu [9] were also interested in gaining knowledge about students’ understanding of course contents. This research team adopted association analysis to mine the learners’ profiles for capturing deviation from common learning patterns. The deviations that reflected misconceptions of students during the learning process could be inferred from incorrect testing items. Chen et al. also proposed a remedy approach for the students to correct their comprehension on the subject matters by delivering course materials with easier difficulty level but cover the similar learning concept. Ceddia, Sheard, and Tibbey [6] developed a tool named WAT (Web log analysis tool) to analyze sequences of Web site interactions of students to determine whether they understand the core concept of a specific topic.

Lee, Chen, Chrysostomou, and Liu [25] mined students’ behavior by means of decision-tree induction with the main goal of discovering cognitive style of learners in order to manage flow of course contents suitable for each student. Decision tree is a data structure used to classify the cognitive style (field dependent/independent) of students during their learning sessions. Web navigational behavior of the students was observed and transformed into training data to induce a decision tree.

Romero, Gonzalez, Ventura, del Jesus, and Herrera [37] proposed a genetic algorithm approach to mine usage data of the Moodle course management system. Moodle is a free and open source licensed software designed to help educators create online courses and assessments. The Moodle system normally accumulates a great amount of information that is valuable for the mining and analyzing of students’ behavior. The analysis results were in the form of descriptive rules such as “IF $course = CS101$ & $number_assignments = High$ & $number_posts = High$ THEN $mark = Good$.” Such a rule is a student model describing relationships between student activities on modules provided by the e-course and the final mark obtained in that course.
B. Content and Domain Expert Modeling

An educational system that is meant to be intelligent has to provide at least two functionalities: content adaptiveness and personalization. AHA! [12] is an adaptive educational system working with hypermedia data in the form of XML files. This system has a log file designed to record, in addition to normal timestamps and user’s identification, a flag field marking access to the concept fragment of each user. Concepts representing domain knowledge fragments are defined as knowledge attributes whose value is updated when users read related Web pages. By analyzing the knowledge attribute values, the user’s level of knowledge on the studied topics may be assessed. Kristofic and Bielikova [20] proposed to improve the adaptation technique by means of knowledge discovery. The techniques proposed are association analysis, sequential patterns, and traversal pattern discovery. Association rule mining was employed to learn relations between concepts. The results were used in the process of recommending relevant concepts. The authors also extended the association algorithm to discover the sequential patterns that students navigated the concepts. Their final outcome was a recommendation system to suggest learning concepts relevant to each user.

Wang, Tseng, and Liao [43] proposed an adaptive system designed particularly for teaching English as a second language course. Given students’ profiles, the system adopts a decision-tree induction algorithm to discover the most adaptive learning sequences suitable for each group of students for particular teaching content. The students’ profiles have been created from the pretesting, posttesting, and student models that contain five attributes: gender, personality (e.g., introverted, neutral, extroverted), cognitive style (i.e., field dependent, field independent), learning style (i.e., sensing thinking/feeling, intuition feeling/thinking), and students’ grades from the previous semester (i.e., low, medium, high). The final output of the system is a recommendation such as, “For a female student with neutral personality, mildly introverted and has an intuition-feeling learning style, suggestion is she should be assigned a learning sequence as <Main idea, Details, Vocabulary, Inference, Critical reading>.”

Biletisky, Baghi, Keleberda, and Fleming [5] proposed an adjustable personalization approach to deliver learning objects to learners. The authors argued that current learning objects have been created by various suppliers targeting several groups of learners such as students, employees, and professionals. To serve the specific needs of each learner, some kind of personalization has to be adopted. The authors propose to compare the learner profile and the learning object descriptions and deliver objects most relevant to each learner. A comparison metric such as similarity measurement can be used in this approach. Feedback about content usefulness and suitability from the learner is also obtained to adjust the learner’s profile on the issue of preference.

C. Structure and Communication Support

Current Web-based educational systems provide services that are transmitted synchronously (such as video conferencing) and asynchronously (such as discussion Web boards and e-mail). Online students can register in many courses and seek course materials from several lecturers that may be located at different sites. Such a physically distributed environment needs advanced technology in order to handle the dynamic aspects of sites and information resources.

Handi [16] proposed a MASACAD system designed with a multi-agent approach to customize information presented to students. An advantage to adopting the multi-agent paradigm is that the changing environment of a course, for example, may be accommodated, as in students leaving a course or registering for a new course. The students’ profiles may be updated accordingly without intervention from human administrator.

Chen [7] proposed an intelligent learning system with personalized learning path guidance. The system collects the incorrect testing responses of each learner in a pretesting session, and then applies the genetic algorithm to generate appropriate learning paths. Personalized curriculum sequencing has been conducted through consideration of courseware difficulty level and the continuity of learning concept. The system is meant to replace the freely browsing learning mode in order to increase learning performance by reducing disorientation during the learning process.

D. Pedagogical Strategy Support

In a Web-based educational setting, the Web provides not only information and content accessible through browsing, but also interactive pedagogical models through Web boards, blogs, and other communication methods. Recently, Martin, Alvarez, Fernandez-Castro, and Urretavizcaya [32] presented the SlgMa (suggestions for improving educational aspects in Magadi) system to be an adaptable feedback generation tool for teachers. This tool analyzes students’ performances using statistical calculations and data-mining techniques to discover anomalous behavioral patterns that reveal situations difficult for the students. The system provides feedback by means of a rule-based system to make suggestions for learning improvement. The suggestions are also adapted to teaching strategies and preferences.

Shih, Chiang, Lai, and Hu [41] also applied data-mining techniques, mainly decision-tree induction, in their Web-based self-assessment system. The system has been used to study disturbances of high-risk freshmen students, first-year students who have trouble following class contents and thus highly probable to fail in their study, providing counselors with the proper information to better bolster their counseling services.
E. Infrastructure Support

The supporting module provides technology in terms of hardware and software to be an infrastructure for the learning environment. Marshall, Chen, Shen, and Fox [30] developed the GetSmart system in integrating course management, digital library, and concept mapping components to support the information search process. The authors view concept mapping as a knowledge visualization tool that can provide both a course map view of learning topics and a methodology to support personal knowledge acquisition. The authors report that from their field study, they observed improvement in the scores of the students’ online quizzes after including concept mapping in the curriculum. Chen, Kinshuk, and Chen [10] also based their study on concept maps. They proposed a construction of domain concept maps from academic articles by applying text-mining techniques. The domain concept map is a graphical representation of knowledge structure in which nodes represent concepts and links represent relationships between concepts. They concluded, in their study, that the concept maps could show the whole picture and core knowledge about a subject domain. This approach can support the domain experts upon constructing concept maps of the subjects.

Romero, Ventura, and Garcia [39] studied Moodle as an infrastructure of the intelligent educational system. They proposed a case study to apply data mining to education that would investigate the following aspects: assessing students’ learning performance, providing adaptive courses and recommendations based on learning behavior, evaluating learning objects, providing feedback to both teachers and students, and detecting atypical students. Chen and Chen [8] presented a mobile formative assessment tool using hybrid data-mining techniques, that is, correlation analysis, fuzzy clustering analysis, k-means clustering, fuzzy association rule mining, and fuzzy inference. The objective of this tool was to identify key formative assessment rules according to the learners’ portfolios.

V. INTELLIGENT LEARNING ENVIRONMENT

During this decade, we have witnessed the development of tools customizing knowledge discovery techniques to support intelligent educational systems. Some tools are embedded in the course management system while some operate stand-alone as knowledge acquisition and representation applications.

In this section, the new design of the integrated Web-based intelligent learning environment has been proposed to achieve a full-scale integration of knowledge intensive tasks. The core of this environment is the data and knowledge repository in which the knowledge objects are moved around the four main stages: knowledge object generation, knowledge acquisition and extraction, knowledge object indexing and mapping, and knowledge application. The process of knowledge mining has been applied to acquire knowledge objects that will be subsequently processed in the indexing and mapping stage. This stage supports the search for suitable contents to present to learners. Performance and learners’ preference are then captured and stored to be used later in the knowledge-mining stage.

In a framework of the Web-based intelligent learning environment (Figure 4), a repository is defined as a collection of three distinct levels of resources: data, information, and knowledge. Data is the most primitive resource storing raw representations of facts, concepts, learning objects, and other instructional materials. These basic resources are stored in the formats suitable for communication and processing by related modules in the environment. Information is a supplement to raw data, such as meta-data, to describe the meaning, relevance, and purpose of stored data. Information is also intended to be used in knowledge generation, sharing, and discovery guidance. In other words, information refers to any heuristics applied to the process of knowledge mining and management. Knowledge is the most sophisticated entity stored in a repository as knowledge objects, which represent the relationships among data, correlation, and high level of data abstraction. Relationships can take many forms such as rules, vectors, or even mathematical formulas. Knowledge is thus data with semantics.

Data, information, and knowledge stored in a repository are key components of the designed framework. The three major modules of the proposed system communicate through the repository. Some components such as the knowledge-mining engine (or a mining software) are even data-driven; the knowledge-mining engine is data dependent and the mining results may be different if the data contents have been changed. The three main modules in the proposed framework are learning management, content management, and knowledge management. This framework is proposed to support Web-based learning with several learning schemes including adaptive, autonomous, and collaborative learning.
VI. CASE STUDIES ON STUDENT RECRUITMENT AND RETENTION

A. Knowledge Mining for Student Recruitment

Currently, various educational institutions, specially small-medium educational institutions, are facing competition with a market share of higher education to meet the needs of increasing number of student enrollment as much as possible. Factors that students take into account before deciding to enroll can be popularity of institution, quality of education, safety factors, and so on. In this section, we present the steps (shown in Figure 5) we had taken for analyzing factors to accurately predicting the enrollment decision of the high school students.

The original collected dataset contains 3,756 records with 27 attributes. After the data cleaning step, we obtain 2,148 records with 6 attributes, that is, province of graduation, department of graduation, field of study, occupation and income of their parents, and student decision on admission to the university. We then apply this data to the four data mining algorithms: J48, ID3, Naïve Bayes, and OneR. The accuracy performances of the four models are comparatively shown in Figure 6. The tree model is also shown in Figure 7.

The best classification model (J48) can be transformed into the decision rule format as follows:

1. IF income_parent='less than 200,000 baht'
   THEN admission=Yes

2. IF income_parent='less than 100,000 baht' and career_parent='Agriculturist' and graduate='Accounting'
   THEN admission=Yes

3. IF income_parent='less than 100,000 baht' and career_parent='Company Employee'
   THEN admission=Yes

4. IF income_parent='less than 100,000 baht' and career_parent='Merchants'
   THEN admission=Yes

5. IF income_parent='less than 100,000 baht' and career_parent='Laborer' and province='Khon Kaen'
   THEN admission=Yes

6. IF income_parent='less than 100,000 baht' and career_parent='Laborer' and province='Roi Et' and graduate='Accounting'
   THEN admission=Yes

7. IF income_parent='less than 100,000 baht' and career_parent='Laborer' and province='Yasothon'
   THEN admission=Yes

8. IF income_parent='less than 100,000 baht' and career_parent='Laborer' and province='Mahasarakham' and major='Business Computer'
   THEN admission=Yes
B. Knowledge Mining for Student Retention

The objective of our second case study is to use the educational information from knowledge base in an effective way by applying data mining techniques to analyze the major factors that affect the student drop out in the institutions of higher education. The data set used in this study was obtained from the database of Academic MIS at Buriram Rajabhat University (BRU) in Thailand during the years 2008 and 2009. There are 731 students enrolled in bachelor degree: 481 students are continuing their study, whereas 251 students had dropped out. Sample data were from faculty of science which has the highest students drop out rate in this university. In this step, data stored in different tables was joined in a single table. After joining process, errors were removed. These steps are summarized in Figure 8.

The analysis points of our study are graphically displayed in Figure 9, and the mining results from different algorithms (compared to each analysis point) are in Figure 10. Some interesting rules obtained from the tree model are as follows:

- The student who has a student loan will not drop out while who has not will drop out if GPAX from high school less than 2.42.
- The student who has not a student loan and GPAX from high school more than 2.42 and studied program in high school was Science-Mathematics will not drop out while who studied other program will drop out.
- The student who drops out after finish first term would have first term GPA less than 1.6 and has not a student loan.
- The student who has first term GPA less than 1.6 and has a student loan will drop out after finish second term.
- The student who studied in Sports science (major ID=240) will not drop out.
- The student who studied in Community health or Computer science (major ID=265 or 230) will have high drops out rate during first term as a sequent.
- Most of students who drop out during first term because they want to change major and will re-entrance in the next year while some of them have a finance problem, relocated, change university and have no reason.
VII. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS

Recent developments in information and communication technology certainly influence the design and implementation of educational systems. The emergence of the World Wide Web in the early 1990s has resulted in substantial change in both the content representation and the delivery mechanism. XML (eXtensible Markup Language) is an acclaimed technology as the main content representation format. The main advantage of XML over other hypertext languages, such as HTML, is its property of being in an interoperable data interchange format. This language technology helps improve the courseware design concept toward interoperability, which is one of the major design criteria for most software products these days.

Improvements in hardware and communication technology, such as mobile microprocessors and wireless communication, have evolved learning environments into mobile and distributed platforms. Such information infrastructures provide learners with remote access to experts and distributed resources. Web Browser is a software device that offers learners open and flexible accessibility to distant course contents. The organization of learning resources has also been changed from creating and delivering large inflexible course content to producing database-driven learning objects that can be reused, searched, and modified independently of the delivery media.

Interoperability, accessibility, and reusability are therefore the main design concepts of current instructional systems. These concepts have shifted the learning paradigm from static learning to collaborative, adaptive, and autonomous learning. Collaborative learning allows for direct contact between instructors and groups of learners through the communication technologies ranging from e-mail and shared workspaces to video conference systems. Adaptive and autonomous learning allow learners to take control over their own organization of learning pace and scheme.

In parallel to advancement of the Web technology, knowledge discovery in databases or data mining has also emerged as a new field. Knowledge discovery in databases is the process of searching and extracting hidden patterns from data that are too large to be efficiently analyzed by humans with simple tools such as a spreadsheet program or database software. Instead, analysis of such huge datasets has to be done automatically via a suite of complicated software. The knowledge discovery process should be done in an intelligent manner and provides useful knowledge in a reasonable time. Knowledge typically appears in a form of patterns that reflect any kind of relationships existing among data attributes. Such relationships include classification rules, association rules, and characteristics of data subgroups in summarized form. However, the discovered patterns represent local relationships, instead of the global ones, because the discovery process is performed on data samples or only some portions of the whole database. The patterns may change if the data samples are modified. Therefore, evaluation on the discovered patterns is an essential post-mining step that has to be done under the supervision of domain experts prior to the delivery of discovered patterns to the stage of knowledge deployment.

The new proposal that embeds knowledge management modules to induce knowledge and manage stored knowledge objects can efficiently supplement the content management and the learning management modules currently existing in most Web-based learning systems. In this chapter, we argue that with the matured technology of knowledge discovery in databases, the integration of knowledge-mining capability to the creation, delivery, and management of learning and knowledge objects should be the next step in e-learning. The proposed architecture of learning environments will enable the convergence of e-learning with knowledge management. A repository containing learner-related materials is a valuable source of knowledge to support personalization information for independent learners.

Despite the promising results of knowledge mining applicable to a limited domain of Web-based learning presented in the literature, the practical aspect of such applications is still in its infancy. This is due to the fact that knowledge mining is not a systematic task; it requires intuition and experiences in adjusting the techniques at every step to obtain the most relevant and actionable knowledge. Knowledge mining is still a task of experts, not at all for a novice or occasional user.

One solution that would abet the improvement of knowledge-mining techniques for typical educators that are not the experts in this field is to customize the process and make the technique more user-friendly. To achieve such a goal, constraint mining [13], in which the mining engine can be made more specific through constraint specifications, and higher-order mining [36], in which the mining results can be mined again to deliver only interesting and useful knowledge, may be used. More specifically, mining algorithms should be made more powerful to provide users with the answers they are looking for. In order to serve the specific needs of users from various and totally different fields, such as social science researchers and medical practitioners, the mining system should be made domain-specific with the intelligent user interface. Existing general mining systems such as Weka can, nevertheless, convey some useful knowledge to users at the expense of quite significant learning time.

The issue of knowledge object representation and managing for the mobile devices working on stream data is also a research challenge for the next decade. These devices are, by nature, limited in memory capacity. Knowledge caching and storing schemes need specific design for such mobile-learning environment.

Current Web-based learning environments provide tools and mechanisms to support knowledge creation and delivery, electronic document access and management, e-learning, and knowledge sharing through collaborative workspaces. Standards such as SCORM for learning objects, modeling languages, and content structures enable the rapid generation of instructional materials and other learning-related elements.
These materials in electronic form are widely dispersed and stored in various servers globally. The trends for the next generation of learning environments are the ability to efficiently exchange the available instructional materials, the functionality to create on-the-fly courseware contents that serve the specific needs of the learner, and the support for advanced technologies that allow the learning system to search Web documents semantically and organize knowledge assets intelligently.

Learning environments in the new decade require an efficient fusion mechanism to integrate new technologies such as semantic Web, smart agents, and declarative knowledge-mining engines. Semantic Web is a concept evolved from Web technology in which the semantics (or meaning) of Web documents are defined to facilitate the search on Web content [3]. A new form of Web content with attached meaning may introduce some standards for the knowledge asset format and make the knowledge exchange and sharing more feasible.
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