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Fast Encoding Algorithms for Vector
Quantization Based on Orthogonal Transform

Jiann-Der Lee and Yaw-Hwang Chiou

non-similar codeword by using the distance between the sum of
Abstract—For vector quantization (VQ), it is extremelyinput vector and the sum of codeword. The dynamical
time-consuming to extract the similar codeword with input vectdfiyperplanes shrinking search (DHSS) algorithm [8] employed
during the encoding process. In this paper, three efficient algorithjjsee projections of the input vector to reject unlike codewords

are proposed to extract the features of input vector using orthogonal .
transform, i.e., PCA transform, Hadamard transform, Haar wave% d then speed up the search process. &AN algorithm [9]

transform, respectively. These features are then used to early remdye USes the sum and the variance of input vector a.nd a segment
impossible codeword in the distortion computations stage. From tRé the codeword or whole codeword to get rid of impossible
experimental results, it is shown that the proposed approaches cadeword. The method proposed by Lai and Liaw [14] utilizes
largely decrease the computation time for achieving VQ coding withe characteristic of the input vector, e.g., mean value, edge

the same quality with full search algorithm. More specificallygyrangth, and texture strength, to filter un-similar codewords. Lu

compared with the DHSS algorithm, the proposed algorithm reduces . . .
the computational time by 31% to 61%. Compared with the Pan&é al. [19] employed the PDE technique to achieve an efficient

algorithm, the proposed algorithm reduces the computational time ¥{2 1N Hadamard transform domain, namely (HTPDE).
62% to 75%. Compared with the Lai's algorithm, the proposefidditionally, another approaches [10]-[11] used the mean (sum)
algorithm reduces the computational time by 48% to 58%. Comparefl image block and codeword to build a pyramid structure,

with the HTPDE algorithm, the proposed algorithm reduces thespectively. With coarse-to-fine strategy, this method can
computational time by 27% to 44%. Compared with the WTPD%raduaIIy remove the false codewords.

algorithm, the proposed algorithm reduces the computational time by, . - . . .
21% to 45%. Moreover, the computation time of the HWT-based As illustrated above, for VQ, high dimension of the input
approach is less than all other previous algorithms. vectors and large codebooks are key factors of why huge

computation time is unavoidable. Therefore, most of the
Keywords—Vector quantization, PCA transform, Hadamarddrevious approaches for fast VQ algorithms are to remove

transform, Haar wavelet transform, Image coding. unlike codewords as early as possible during encoding stage.
Hence, to achieve the goal of speed up the searching process,
[. INTRODUCTION this work proposes three novel VQ encoding algorithms by

Vector Quantization (VQ)[1] is one of high performance an#ising orthogonal transform to obtain the reduced features, and
popular methods for data compression. In the past, it héen increase the system performance. These algorithms not
been wildly used in various applications, e.g., imagenly reduce the search range for codebook, but also the
compression [2]-[3], watermarking [4], and image filtering [5]dimension of the input vector and the complexity. Experimental
etc. However, traditional VQ methods require huge computid§sults show that the performance of the proposed methods is
time to accomplish the encoding process and this factor limit gperior to other previous methods in computation time.

use for practical applications. To reduce the computing time inThe remainder of this paper is organized as following.
encoding stage, a lot of fast algorithms have been proposegction Il presents the details of the proposed algorithms which
[6]-[18] during the last decade. Basically, these approaches dift introduce the brief concept of VQ, the theory of orthogonal
obtain the almost same quality as full-search methods but mdgansform and then illustrate the steps used. The experimental
less time required. For example, the partial distance eliminatig@sults and performances comparison of our methods and
(PDE) algorithm [6] can early stop the distortion computatiori@'evious approaches are included in section Ill. Section IV is
if the partial distance between the input block and codewof@nclusions.

excess the existed distance. Chung et al. [12] improved the PDE

to increase the search efficiency. The equal-average Il. THE PROPOSED METHODS

nearest-neighbor search (ENNS) algorithm [7] removed theA. BRIEF CONCEPT OF VQ

The first step for VQ is to build a codebook from a set of
training image and the elements of a codebook are named

The work was partially supported by National Science Council, Republic ofcodewords. Generally, LBG algorithm [20] is commonly used
China, Taiwan, under GrarlSC98-2220-E-182-002. to produce the desired codebook. Once the codebook is ready,
Jiann-Der Lee and Yaw-Hwang Chiou are with the Department of EIectricaJ[he non-overlapped image blocks of an image can be encoded

Engineering, Chang Gung University, Tao-Yuan, Taiwan, Republic of China. |
(e-mail: jdlee@mail.cgu.edu.tw) with the nearest codeword such that the total storage for the
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image is minimum. In brief, given one codeworderor (MSE) between vectoX and the reconstructed vector
Cj = (le,Cjz,...,Cjk) and the image block = (X1, X5, X)) s )-(.. is expressed as (7).

H H ~ m
thesquared Euclldefm distance can be expressed as (1). X, = zwklyi 6)
ezzD(xaCj):Z(Xi_cji)z (1) d
= Jue = 2 A (1)
Refer to (1), itis clear that calculation of the distance between i=msl

an image block and a codeword needs k multiplicatians, ~TNe projection values of the codewords in the codebook on
subtractions, andk-1 additions. Thus, it is extremely first axis, 2nd axis, and 3rd axis are calculated. Let the
time-consuming for Full Search (FS) algorithm to encode dtfojection values in the orthogonal coordinate be z1, z2, and z3,
image block due to perfornN iterations of (1) andN-1 respectively. If the projection value on the first axis of the

comparisons for a codebook withcodewords. In other words, codewordC; is the closest to z1 for all codewords, then it is

the whole computation for encoding an image block requiresosen as the initial codeword. Next, we calculated the

N Ok multiplication, N Ok subtraction,N O(k —1) additions, Euclidean distance between the input vectoX and the

and N -1 comparisons. However, when the encoding proce§§dewordC, . If projection value of any codeword on 1st axis,
is accomplished, each image block is only represented with 2mnd axis, or 3rd axis outsides the interval [z1-r, z1+r], [z2-r,
index of the nearest codeword and this representation czr], or [z3-r, z3+r], this codeword is rejected directly in the
significantly reduce the total memory storage. encoding proces$Vhereas, the Euclidean distance between the
B. Fast Encoding Algorithm | based on PCA codeworq and the input vectaX will pe calculated and the
. ) _ valuer will be updated by the smaller distance so that the search
PCA is a V\{ell-known technlque used for data reductlo.rparge is dynamically reduced [8]. Based on this strategy, a
esgecially in image compression. For example, PCA ipca_pased method is proposed as below.

commonly used to transform a random veckx, X, - Xy) Let X, is an input vector X_ is the nearest codeword
to a simplified vectow(y,y,---yp), wheremsd . That is, conpared to input vectoX, so far, and X_, is another

through PCA, a number of related variables are transformed 12 &avord to be compared in the codebook. The dimensions of

smaller set of uncorrelated variables. At the same time, VeC{fiL <o three vectors are all the same K eBy applying PCA to

X has many prOjectlo.n axes, in which thg axis with .the larg fog three vectors, we obtah, Y, and Y, , respectively. It is
variance is called as first axis, and the axis perpendicular to the

first axis with the second largest variance is named as secélfed that a vector after PCA transform, its orientation in
axis, and so on [21]-[22]. feature space is changed, but the property of the vector is

To derive the transformation of PCA, vectirwas first remained as the same. That is, we can use (8) to calculate the
certralized. The covariance matriC, of X is then expressed distance ofX; and X. .

2 2
as e =X, = X[ =[¥. =¥
C, = E(XX") (2 & ( 2 (8)
where C, is a positive symmetric matrix. Using, , the _,Z=:1 Yei =¥

eigenvalues, denoted ag,(A,,--,A,) in descending order and  Additionally, if one codewordX_, in the codebook satisfies
their corresponding eigenvectors, denoted ws\y,,---,w, }, (9), then it is considered as a possible nearest codeword.
canbe obtained. LetV is an orthonormal matrix constructedOtherwise, X, is rejected in encoding process.

with w,,w,,---,w, . The row vectors ofW constitute an K k
v d. . _ eZZZ(ch_yij)2>Z(yczj_yij)2
orthonormal basis. Since/™ =W', we then express PCA as = = (9)
@) 23 (Ver; ~ ¥, ¥ (M=) < (k1)
Y =WX ®3) =
According to the linear algebray, is written as For (9), letm=n= 1, we have
d X @ Yii"esY <Y, te (10)
=Y W, X =W,
Y 'Z:; % =W Yi2"€= VY25 Y2 te (11)
where y, is the k-th principal component of vectaX . Note Yis—€<V.,3S Vig te (12)

tha these principal components are uncorrelated and Vecton . oiher words, during the encoding process, if the values of

X can be reconstructed using (5) completely. three principal components of a codeword do not fall into the
X =Wy (5) range indicated as (10)-(12), this codeword should be discarded.
Fordata reduction, we use (msd) principal components to This criterion is similar to [8], in which the authors declaim

recnstruct vectorx as indicated by (6), and the mean squarkirée principal component is enough to reject most of unlike
codewords. But, we found more principal components are
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usually required while deal with high-details images. Step 2.10: From (10) if (Y, U1 y_l)z > e?then sel
M cidx _| i

Next, substitute § =1, m<k) to (9), then we get . ) )
= 0 (i.e, discard the codewords range froimix U to

e > Z(yCZJ yIJ (13) codebook_num in the codebook) goto step 2.14.

Here, (13) can be used to remove the impossible codewordsStep 2.11: For (13)if Z(yudx _uj~Yj)?>€ thendiscard
that cannot be rejected by (10)-(12). As illustrated before, one
can use a few principal components to represent the ongﬁ'&?'dx U-th codeword in the codeboolgoto step 2.13.
vector without loss its characteristics. So if we can utilize Step 2.12: Calculate the squared Euclidean distanfaf
principal components as less as possible, most of unnecessgryand X, . If en’< €’ then set the index ofX; as
codewords that do not locate in these principal axes can be early
removed and then significantly reduce the time for distortiofdX_Y» and e’
computations. The MSE shown as (7) is used to calculate theStep 2.13:idx U =idx_U + 1, If idx_U > codebook num,
difference of origin vector and reconstructed vector with rthen set U=0.
principal components. Generally, the variances among theseStep 2.14: If U +L) > 0, go to step 2.4.
codewords located in first principal component are larger thanStep 2.15: Check if there is any input vector to be encoded, if
others on 2nd principal component or 3rd principal componentue, go to step 2.1.
Hence, if a codeword satisfies (10), then it may also fit the Step 2.16: End of the process.
requirement of (11) and (12). Based on this concept, we use (10)
to decide the search range for possible codewords, and utilize . .
(13) to reject impossible codewords. This strategy is efficient to C. Fast Encoding Algorithm II based on HT

en2

speed up the search process than [8]. Let W, be the2" * 2" Hadamard matrix with elements in the
In summary, this PCA-based algorithm is described as beloget{1,-1}, and
1). Off-line preprocessing 1 1 1 1 (W W.
Step 1.1: Derive the transform mathi using the training W=— { } and W ,,= { n ”}
J2 |1 -1 [om -W,

images.

Step 1.2: Calculate the projections of the codewords in aSimilarly, a vectorX with dimensionk after HT can be
codebook on firsin axes. According to the projection value orexpressed a& =WX , where the row vectors oW constitute
the first axis, rearrange them in the ascending order. anorthonormal basis. For vectaxs, X,, their corresponding

2). On-line processing vectors after HT are denoted s Y,, respectively and the

Step 2.1: Calculate the projections of the input vedtpron distance of vectoK,, X, can also be expressed as (8). If one

firstmaxes, denote them §g, iz, --., andy,y- codeword X, in the codebook satisfies (9), then it is

Step 2.2: Use the 1st principal componentXf to search corsidered as a possible nearest codeword. OtherXiggs
the nearest codeword in the codebook. Denote the nearest ted i di In thi h, refer t let
codeword as K4 mn,) andidx_min is the corresponding rejeci v:/r;ir;/(; ing process. In this approach, refer to (), le

index of X; . Yii—€< Yo < Vipte (14)

Step 2.3: Calculate the squared Euclidean distaefasf X,  Next, substitute (" 1,m=k/2) and (n=k/i2+1, m=K) to (9),
and X Setidx L =idx_ min-1, idx U=idx min+ 1, regectively, then we get

cidx_min *
codebook_num = codebook size, antl =U = 1. el2 - %z(yczj -y, j)z (15)
Step 2.4: IfL =0, go to step 2.9. =
. i _ 2 2 - i
Step 2.5: From (10)if (Y g 12— Yi))” >€" thenL=0(i.e, el = Z( yCZJ Y, j)z (16)
discard the codewords range fradx_L to 1 in the codebook),
goto step 2.9. During the encoding process, the search range in the codebook

is firstly defined by (14), and each codeword located in this
search range is evaluated by (15) and (16) to determine whether
it will be removed or not. In this approach, the row vectors of a

16-dimensions Hadamard matrix used are shown as below.
Step 2.7: Calculate the squared Euclidean distanéef wi1=1/4*1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1, 1)

Step 2.6: From (13)f 3 (Yo 1 = ¥j)%>¢€, thendiscard
ERE

theidx_L-th codeword in the codebookgoto step 2.8.

X, and X_,, - If en®< €”then set the index ofX, as w2=1/4%1,-1,1,-1,1,-1,1,-1,1,-1,1,-1,1, -1, 1, -1)
idx L d ; o w3=1/4*1,1,-1,-1,1,1,-1,-1,1,1,-1,-1,1,1,-1,-1)
lax L, and e =eén W4=1/4%1, -1, -1, 1,1, -1,-1,1, 1, -1, -1, 1, 1, -1, -1, 1)
Step 2.8:idx_L =idx L-1, if idx L <1, setL=0. W5=1/4*(1,1,1,1,-1,-1,-1,-1,1,1,1,1, -1, -1, -1, -1)
Step 2.9: ifU =0, go to step 2.14. we6=1/4%(1,-1,1,-1,-1,1,-1,1,1,-1,1,-1,-1,1,-1, 1)
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W7=1/4%(1, 1, -1, -1,

,-1,1,1,1,1,-1,-1,-1,-1,1, 1) Step 2.13idx_U =idx U + 1, Ifidx_U > codebook num,
w8=1/4%(1, -1, -1, 1 1 1,-1

-1
11 11 11 _11 y Ty 11 11 _1) then SetU = O.
1

Wo= 1/4*(11 ,1,1,1111,-1,-1,-1,-1,-1,-1, -1, '1) Step 2.14: |fU + L) > 0, go to Step 2.4.
W10=1/4%(1,-1,1,-1,1,-1,1,-1,-1,1,-1, 1, -1, 1, -1, 1)  Step 2.15: Check if there is any input vector to be encoded, if
W11:1/4*(1, 1,-1,-1,1,1, 1, -1,-1,-1,1,1,-1,-1 1) true, go to step 2.1.

W12:1/4*(1! _11 1 11 1! ’ ’ 1! _1! 1! 1! _11 _l 11 1) Step 2.16: End of the process.

W13=1/4*(1,1,1,1, -1, -1, -1, -1,-1,-1,-1,-1, 1,1, l, 1)

w14=1/4*1,-1,1,-1,-1,12,-1,1,-1,1,-1,1,1,-1,1,-1) . .

W15=1/4%(1, 1, -1, -1, -1,-1,1,1, -1, -1, 1, 1, 1, 1, -1, -1) D. Fast Encoding Algorithm 111 based on HWT

wie6=1/4*(1, -1,-1,1,-1,1,1,-1,-1,1,1,-1, 1, -1, -1, 1)  According to the algorithm of discrete orthogonal wavelet

In summary, the proposed HT-based algorithm is illustratetecomposition [23]-{24],an image A, f with resolution
as below.

1. Off-line preprocessing

Step 1.1: According to various codebook sizes, select
suitable Hadamard matrkx. low-frequency part ofA,f , D) f denotes the vertical

Step 1.2: Calculate the projections of the codewords in a 2
codebook on each axis. According to the projection value on thigh-frequency part ofA ., f , D f denotes the horizontal
first axis, rearrange them in the ascending order.

2. On-line processing

Step 2.1: Calculate the projections of the input veatpon  frequency part ofA ., f , respectively. The block diagram of
each axis, denotedy,;» Vip» ...andy. decomposition scheme is shown as Fig. 1. By repeatedly
performing this decomposition scheme, we obtain the 2-D
wavelet transform of an image. In other words, for &m0, an
iffage can be decomposed in8*J+1 sib-images such

as(A, f,(D, f,D2 f,D f))_yecjcsr 150 - FOr @ vectorX ,

2" can be decomposed into four sub-images with resol@tion
ig., A;f,Dy;f,D;f,Df . Here, A f denotes the

high-frequency part Oﬂsz , and D; f denotes the highest

Step 2.2: Use the first element of; to search the nearest

coceword in the codebook. Denote the nearest codeword
(Xcigx_min) @ndidx_min is the corresponding index of; .

Step 2.3: Calculate the squared Euclidean distagfcef its corresponding transformed vectérwith dimensiork after

Xjand Xgigx_min - Setidx_L=idx_min-1, idx U=idxmin+ w1 can be expressed &=WX , where W is an
1, codebook _num = codebook size andl =U = 1. orthonormal Haar wavelet matrix and the row vectors of
Step 2.4: IfL =0, goto step 2.9. W constitute an orthonormal basis. The first elemenY @

Step 2.5: From (14)if (Yeigx 11— Yiz)> >€® thenl=0 (i.e, represented as, , f , the first segment of ( K/4 elements)

discard the codewords range fréd_L to 1 in the codebook), is denoted as(A_, f,(D}; f,DZ f,D f))_;jcys s » the

o to step 2.9.
d P second segment of ( K/4 elements) is denoted aﬁ)szl_lf , the

k/2
Step 2.6: From (15) if &7 = o Li—Yi)2>e% then
P (1S)if & El(yc'dx—“ %) third segment ofY ( K/4 elements) is denoted &, f , and

discard thedx_L-th codeword in the codebookgo to step 2.8. iha forth segment of ( K/4 elements) is denoted ﬁ-lf
Step 2. 7 Calculate the squared Euclidean distance

respectivel
en’ el + Z (yc|d>< Lj ylj) of X and Xgig L - If P y.
j=k/2 - rows columns
en’< e? then set the index oX; asidx_L, and e? = en? E

Step 2.8idx L =idx L -1, if idx L <1, setL=0,
Step 2.9:if U= 0, goto step 2.14.
Step 2.10: From (14)if (Veigx u1— Yin)” > € then set) =

2
D
1
o | Da 1
0 (i.e, discard the codewords range froidx U to

codebook_num in the codebook) go to step 2.14.
Ayt

k/2
Step 2.11: From (15)if &7 = > (Yeige uj ~ ;) > € then : convolve (row or column) with th
=R

discard thédx_U-th codeword in the codeboogo to step 2.13. + keep one column out of two

Step 2.12: Calculate the squared Euclidean distance : keep one row out of
en? :el2 + Z(yCidx v~ yij)2 of X, and Xgig y - If Fig. 1 Orthogonal wavelet decomposition.
j=k /241 - -
For vectorsX,, X,, their transformed vectors after HWT are
en’< €?then set the index oK, asidx_U, and e® = en?
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denoted asY, , Y, , respectively. And the distance of Step2.4:1fL =0, go to step 2.11.
vedor X, X, can be also expressed as (8). Similarly, for one Step 2.5: From (17), if (Yeigx 11~ yi1)?2>e” thenL=0 (i.e,

coceword X_, in the codebook, if it satisfies (9), then it isdiscard the codewords range froaw_L to 1 in the codebook),
go to step 2.11.

Step 2.6: From (18), iél2 >e?, then discard thédx_L-th
codeword in the codebook, go to step 2.10.

Step 2.7: From (19), i&,? > €?, then discard thédx_L-th
Vi —€<Yo,, Sy, te (17) codeword in the codebook, go to step 2.10.

. . 2 2 . .
In other words, during the encoding process, if the Step 28 From (20), ig," >€”, then discard thedx_|-th
lowest-frequency part of a codeword did not fall into the ranggdeword in the codebook, go to step 2.10.

corsidered as a possible nearest codeword. OtherXisgis

rejected in encoding process. Also from (9),rfet n = 1, the
lowest-frequency part of the image is used, iAZL,J f, we

have

indicated as (17), this codeword should be discarded. Step 2.9: Calculate the squared Euclidean distance
Similarly, substituter = 1,m =k/4 to (9). The low-frequency o2 -2 4 K ' —v.)2 of X. and X_. If
portion of the image is used, ie., % j:(3k2/4)+1(yc'dx—"' %) ' ol
(A5 f.(D3; £.,DZ £,D5 f))_ycjc 1, 350 then we get en’< e’then set the index oX; as idx_L, and €® = en?
2 _ 2 _ Step 2.10idx_L =idx L -1, if idx L <1,setL=0.
&= El(yczl' Yij) < e (18) Step 2.11: iU = 0, go to step 2.18.

Substituten = 1,m =2k/4 to (9). The low-frequency portion ~ Step 2.12: From (17), i{yqig y1~ Yia)* >€” then seU =

and the vertical high- frequency porti@é_lf are used, and 0 (i.e, discard the codewords range fromdx U to
codebook_numin the codebook), go to step 2.18.

then we have
, o, 2AK/Y . Step 2.13: From (18), i&? >e? then discard thédx_U-th
& =e + ¥ (Y57 Vij) se (19) codeword in the codebook
j=(k/4)+1 , go to step 2.17.

Subgitute n = 1,m =3k/4 to (9). The low-frequency portion,  Step 2.14: From (19), i@z >e? then discard thédx_U-th
the vertical high-frequency portio;_lf and the horizontal codeword in the codebook, go to step 2.17.
Step 2.15: From (20), i&,° > e® then discard thédx_U-th

codeword in the codebook, go to step 2.17.
2 2

x4
el =e’+ (2kz/4) 1( 2~ Vi) < € (20) Step 2.16: Calculate the squared Euclidean distance
j= (214 K

During the encoding process, the search range in tI‘?@ % +J (3(2/
codebook is firstly defined by (17), and each codeword located
in this search range is evaluated by (18)-(20) to determif® < e’ then set the index oX; as idx_U, ande” = en

high-frequency portiorDZZ,lf are used, and we have

(ymdx _Uj ylj)2 of X and x(:|dx _uU- If

2

whether it will be removed or not. Step 2.17idx U =idx U + 1, Ifidx_U > codebook _num,
In summary, the proposed algorithm based on HWT iken setU = 0.
described as below. Step 2.18: If U + L) >0, go to step 2.4.
1. Off-line preprocessing Step 2.19: Check if there is any input vector to be encoded, if

Calculate the projections of each codeword in a codebook tne, go to step 2.1.
each axis, i.e., all the sub-images of each codeword,Step 2.20: End of the process.

(Ao £, f,D5 f,D5 f)_jesjccargmp - According to the
proection value on the first axis (the lowest frequency), 1
rearrange them in the ascending order.

2. On-line processing

Step 2.1: Calculate the projections of the input vedtpron

EXPERIMENTAL RESULTS

To evaluate the performance of the proposed methods, three
gray images (Fig. 2, Lena, Pepper, Baboon)[25] with the size of
_ 512*512 are used in the experiment. The platform for
eat axis, denoted ag, , ¥;,, ...andyj . computation we used is a general-purpose PC (Pentium D

Step2.2: Use the first element (){i to search the nearest3.00/3.00Ghz CPU, 512MB RAM). The vector dimension is 16
anage blocks of 4*4). The codebook is produced by LBG
algorithm with "Lena” as the training image. We also compare
this algorithm with previous remarkable algorithms, e.g., FS

Step 2.3: Calculate the squared Euclidean distagtef algorithm, ENNS algorithm, DHSS algorithm, Pan’s algorithm,
X; andX;igx min - Setidx_L =idx_min- 1,idx U=1idx min+ Lu's algorithm, Hwang's algorithms, and Lai's algorithms in
1, codebook_num = codebook sizeandL = U = 1. terms of the average number of distance calculations and the

coceword in the codebook. Denote the nearest codeword
(Xcigx_min) @ndidx_min is the corresponding index of; .
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computational time. algorithm the proposed algorithm reduces the computational

With various codebook sizes, the average number of distarizae by 27% to 44%. Comparing with the Hwang’s algorithm
calculations and the computational time are shown in Tablahe proposed algorithm reduces the computational time by 21%
and Table II, respectively. The performance comparison s 45%. Comparing with the Lai's algorithm the proposed
described as following: algorithm reduces the computational time by 48% to 58%.

(A) Fast Encoding Algorithm (based on PCA): From Tables | From the above comparison with the proposed three
and Il, it is clear that even the average number of distanakjorithms, it is clear that the computation time of the
calculations is reduced, but its computational time is not alwa8VT-based approach is less than all other algorithms in all
smaller than others. The reason is that extra computation time@ses. It not only reduces the search range for codebook, but
often needed for removing the unlike codewords such that totdso the dimension of the input vector and the complexity.
time consuming is increased. In the experiment, when the test
images is “Lena” or "Pepper”, and three principal compone
are adopted, the proposed algorithm have the best efficie
compared with previous algorithms in various codebook siz
Otherwise, more principal components are required f
“baboon” image which has much more details than the ot
images. More specifically, comparing with the DHSS algorith > /8
this proposed algorithm reduces the computational time by(a)Lena
7.14% to 19.64%. Comparing with the PAN’s algorithm, the
proposed algorithm reduces the computational time by 47.67%

to 64.86%. Comparing with the LAI's algorithm the proposedtable I. Comparison of the average numbers of distance computations.

(b)Pepper chabooh

Fig. 2 Test images.

algorithm reduces the computational time by 28.57% to 36.36%¢4e- Algorithm image
When seven principal components are used, our algorithm hasok size Lena Pepper| Baboon
the best efficiency compared with previous algorithms in FS 128 128 128
: : : . : ENNS 9.63 8.51 17.03
various codebook sizes for three test images. That is, compati g
: . o % 8 PAN 2.58 2.34 4.80
with the DHSS algorithm, when codebook size is 256, 512, an DHSS 30 588 7.80
1024, the proposed algorithm reduces the computational time LA 1.85 1.71 2.77
by 0% to 39.46%. Comparing with the Pan’s algorithm the HTPDE 2.42 2.28 5.07
; ; ; 0 WTPDE 2.43 2.31 5.21
proposed algorithm reduces the computational time by 38.91%
. . . . Proposed(PCA 3pc) 2.25 1.86 9.51
to 56.76%. Comparing with the Lai’'s algorithm the proposed Proposed(PCA 7pc) 167 1.46 552
algorithm reduces the computational time by 15.79% to Proposed(HT) 571 5.14 10.72
36.36%. Proposed(HWT) 1.47 1.41 2.03
(B) Fast Encoding Algorithm (based on HT): As illustrated ih FS 256 256 256
h ber of distance calculations is les ENNS 1794 | 1591 | 462
lli(A), even the average num 5956 PAN 3.97 | 394 | 1207
but its computational time is not always smaller than others. |In DHSS 4.72 4.50 20.03
the experiment, the proposed algorithm has the best efficiency LAI 2.72 2.63 6.90
compared with previous algorithms in various codebook sizes HTPDE 3.88 | 3.77 13.12
for three test images. More specifically, comparing with the WTPDE 3.89 3.82 13.67
~Images. p Yy, comparing Proposed(PCA 3pc) | 3.73 | 3.00 | 19.47
DHSS algorithm, the proposed algorithm reduces the Proposed(PCA 7pc) 251 213 10.54
computational time by 25% to 61%. Comparing with the Panfs Proposed(HT) 10.27 | 9.33 28.67
algorithm, the proposed algorithm reduces the computational E’SOPOSEd(HWT) 5-1027 25-23 4;1‘;
time by 60% tq 70%. Comparing with the. Lu's glgorlthm the ENNS 3384 | 3027 | 9268
proposed algorithm reduces the computational time by 20%|tg; PAN 6.32 597 21.35
40%. Comparing with the Lai's algorithm the proposed DHSS 7.78 7.72 39.49
algorithm reduces the computational time by 42% to 55%. LAI 4.2 3.93 12.13
(C) Fast Encoding Algorithm (based on HWT): From the HTPDE 6.34 6.24 25.18
) . : ~ WTPDE 6.45 6.36 26.80
Table |, this algorithm has the best performance among the Proposed(PCA 3pc) 6.04 551 3554
previous approaches in removing non-similar codewdndsn Proposed(PCA 7pc) 3.72 3.65 18.25
the Table 1l, this algorithm in computation time has the best Proposed(HT) 1880 | 17.17| 57.05
efficiency compared with previous algorithms in various Eg’pOSEd(HWT) i662541 21'82 n 6'11002 7
codebook sizes for three test images. More specifically, ENNS 6132 | 6055 | 170.92
comparing with the DHSS algorithm, the proposed algorithmio24 PAN 10.41 | 11.05 | 35.1
reduces the computational time by 31% to 61%. Comparing DHSS 12.80 | 14.43 | 72.18
with the Pan’s algorithm, the proposed algorithm reduces the LA 6.80 7.05 19.96
. . . . . HTPDE 10.63 | 11.58 | 45.05
computational time by 62% to 75%omparing with the Lu’s WIPDE 1083 | 1185 | 4884
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IV. CONCLUSIONS

Proposed(PCA 3pc) 10.12] 10.61]  66.19 various codebook sizes for three test images. More specifically,
Proposed(PCA7pc) | 535 | 594 | 27.32 comparing with the DHSS algorithm, this algorithm reduces the
Proposed(HT) 33471 3351 9882 computational time by 31% to 61%. Comparing with the Pan’s
Proposed(HWT) 3.58 4.04 9.10 p . .y . P 9 . -
algorithm, this algorithm reduces the computational time by
62% to 75%. Comparing with the Lu’s algorithm, this algorithm
Table Il. Comparison of theomputation time in milliseconds . reduces the computational time by 27% to 44%. Comparing
Code- | Algorithm Image with the Hwang's algorithm, this algorithm reduces the
book size Lena | Pepper| Baboon computational time by 21% to 45%. Comparing with the Lai’s
Eﬁle 238 5;18 538 algorithm, this algorithm reduces the computational time by
128 PAN 20 36 47 48% to 58%. In other words, the proposed approaches can
DHSS 16 15 27 significantly reduce the computation time and then speed up the
LAI 21 19 28 search process in VQ.
HTPDE 15 14 23
WTPDE 14 13 21
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