
 

 

  

Abstract—Stemming is defined as the conflation of all variations 
of specific words to a single form called the root or stem. Stemming 
plays a vital role in natural language processing and understanding. 
As in other languages, there is a need for an effective stemming 
algorithm for Arabic words. Arabic is a language having a rich and 
complex morphological word structures and rules. An Arabic 
stemming algorithm based on morphological rules has been 
developed, and to enhance its effectiveness, a dictionary of root 
words is used to determine the right stems.  The Arabic stemming 
algorithm developed by Al-Omari is studied and a new algorithm is 
proposed to enhance the performance.  The improvements obtained 
relate to the order in which the dictionary is looked-up and the order 
in which the morphological rules are applied. 
 
Keywords—Stemming, indexing, information retrieval, 

natural language processing.  

I. INTRODUCTION 

ne of the main modules of a document retrieval system is 
the text processing and indexing of the input documents to 

obtain the representation of the documents in the form of 
indexes. These indexes will be the surrogates to the documents 
and facilitate the process of retrieving relevant documents with 
respect to the given query. The process of selecting the 
representation or index terms constitutes a major operation and 
technique applied in information retrieval systems. Word 
stemming is one technique normally applied in the indexing 
process because it helps in reducing the size of the index terms 
and also proved to help in improving the degree of relevancy 
in retrieving documents. The stemming process constitutes 
word morphological analysis based on the language used in 
order to get the words’ stems to represent the documents as 
well as to function as indexes to the documents for efficient 
and effective retrieval.  

 
Stemming is defined as the conflation of all variations of 

specific words to a single form called the root or stem. 
Stemming algorithms for some languages have been published 
and applied in building of information retrieval systems, 
among which for English is the well known Porter’s algorithm 
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[1], for French we have Savoy’s algorithm [2], and for the 
Malay language we have Fatimah’s et al. [3]. Stemming 
techniques play a vital part in the development of a good 
document retrieval system. The stemming process will reduce 
the size of the documents representations by 20-50% 
compared to full words representations, according to van 
Rijsbergen [4]. Furthermore, the relevancy of the retrieved 
documents will be improved and their number will also be 
increased. 

 
Stemming algorithms for the Arabic language are not widely 

available and published in journals. The current algorithms 
reported are either general in nature, or lack in the 
morphological aspect of getting to the correct Arabic stems. 
Pioneer works on Arabic stemming have been published by 
researchers such as Gheith & El-Sadany[5], El-Sadany & 
Hashish[6], Saliba & Al-Dannan [7], Hilal [8], AlKharashi & 
Even [9], and Al-Omari [10]. 

 
 

II. ARABIC LANGUAGE STEMMING ALGORITHM  

 
In the previous sections, we mentioned English, Malay and 

French language stemmers. Approaches adopted by these 
stemmers are not fully appropriate for the development of 
Arabic stemmers due to differences in the morphological 
structures peculiar to each of the languages as well as their 
semantic differences. The main differences as put forward by 
El-Sadany & Hashish [6] are as follows: 

i. Arabic is one of Semitic languages which differ in 
structure of affixes from Indo-European type of languages 
such as English and French; 

ii. Arabic is mainly roots and templates dependent in the 
formation of words; 

iii. Arabic roots consonants might be changed or deleted 
during the morphological process; 

 
Stemmers such as Porter’s are developed mainly to improve 

the retrieval performance of document retrieval systems. As a 
result, these stemmers do not make use of dictionary that 
checks for the correctness of the resulted stems. Whereas, for 
languages such as Malay, French and Arabic, it will be 
somehow impossible to develop a stemming algorithm that 
does not make use of such dictionaries for stems and phrases 
checking. More precisely, if such stemmers are developed, 
their accuracy and performance will be low [9]. 
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Approaches for the development of Arabic stemmers are 
restricted due to its complicated structure. These approaches 
are mainly dependent on the understanding of the Arabic 
morphology. Hence, Arabic stemming is actually a process of 
morphological analysis applied for the word in order to extract 
the correct stem. The stemming approach adopted by most of 
the previous Arab researchers for the development of 
morphological analysers is mainly an iterative of the following 
processes:  

i. Analysing the prefixes 
ii. Analysing the postfixes 

iii. Analysing the stem 
iv. Recoding the root 
v. Lexicon verification 

 
This approach was used by several researchers such as El-

Sadany & Hashish[6], and Hilal [8], Shahein & Youssef [11] 
and Al=Omari [10]. 

 
Al-Omari Morphological Analyser 

 This morphological analyser is implemented at the 
Department of Computer Science, Universiti Kebangsaan 
Malaysia, as part of a multilingual document retrieval system 
(Al-Omari, 1994). This analyser uses a set of rules that must 
be loaded before the actual analysis begins. The analyser 
consists of three main modules: the article analyser module, 
the word analyser module, and the system knowledge base 

module. 
 
 The article analyser module is where the input word is 
checked whether it is an article or not, similar to Hilal’s 
algorithm. This module contains an article’s knowledge base 
that contains rules for the purpose of determining valid articles 
and non-valid ones. There are around 175 articles defined in 
this analyser. The second module is the word analyser module. 
The word analyser will try to generate the roots.  
 
The word analyser consists of three sub-modules: the prefix 
analyzer, the postfix analyser, and the root extractor. The 
prefix analyser will try to find all the possible valid prefixes 
that are attached to the input word (which is not an article). 
Thus, this sub-module will produce a list of possible prefixes 
that are attached at the beginning of the word. 
 
The postfix analyser will try to find all the possible valid 
postfixes that are attached to the input word (which is not an 
article). Thus, this sub-module will produce a list of possible 
postfixes that are attached at the end of the word. 
 
 The root extractor module will try to find all the possible 
valid root(s) that can be extracted from the word after 
removing the prefixes and the postfixes. This module consists 
of five sub-modules as shown. One of these sub-modules is the 
stem generator which will generate all valid stems from the 
triple (prefix, postfix, the stem). This process will be 
performed for all combinations of the prefix list obtained from 
the prefix analyser and the postfix list obtained from the 

postfix analyser. The output of this formation will be a set of 
possible stems.  
 
 Another sub-module of the root extractor is the root 
generator. This sub-module will find the possible roots from 
the generated stems. All the information needed to process  the 
various modules and sub-modules of this morphological 
analyser are stored in the knowledge base in sets of rules. 
There is a set of rules that concerns with the prefixes and their 
application to words, another set is used for the postfixes  and 
their application to words, and other sets of rules for the 
various sub-modules. Lists of valid Arabic roots and templates 
are also found in the knowledge base [10]. 
 
 This morphological analyser does perform quite well but 
with few limitations. The system refuses to stem words which 
do not have any match in the knowledge base. The number of 
Arabic articles, templates and roots catered by the system is 
relatively few. Based on these limitations, an improved 
stemming algorithm has been developed. The development of 
this new algorithm is described in the following sections. 
 

 

III. ARABIC WORD FORMATION  

 
The grammatical system of the Arabic language is based on 

a root-and-pattern structure and considered as a root-based 
language with not more than 10,000 roots [12]. A Root in 
Arabic is the base verb form which can be trilateral, which is 
the overwhelming majority of Arabic words, and to a lesser 
extent, quadrilateral, pentaliteral, or hexaliteral, each of which 
generates additional verb forms and noun forms by the 
addition of derivational affixes [13]. 

 
A stem is a combination of a root and derivational 

morphemes to which an affix (or more) can be added [14]. 
However, when applying this definition to Arabic, the verb 
roots and their verb and noun derivatives are considered as 
stems. Affixes in Arabic are: prefixes, suffixes and infixes (see 
Appendix-B for examples). Prefixes are attached at beginning 
of the words, where suffixes are attached at the end, and 
infixes are found in the middle of the words. For example, the 
Arabic word ا������ت (altalibat) which means “female 

students”, consists of the elements as shown in Table 1: 
 
Table 1: Example of Arabic Affixes 

Word prefix suffix infix   root 

 TUV ا ات ال اNOPNQPت

 
There are 8 prefixes in Arabic language which form a small 

set of prefixes compared to languages such as Malay and 
Slovene [3][15]. However, Arabic allows up to three 
concurrent prefixes to be added to the same word [16][17], 
such as the word WXYPاZPN[و which contains three prefixes (ب , و, 
 Table 2 contains all the 8 Arabic prefixes and their .( ال
meanings. 
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Table 2: Arabic Prefixes and Their Meanings 

Prefix Meaning Example 

 ]N`aPNرة with, in, by ب
 آNdYPNن  ,same as ك

 ijذهwill,  T س

 ورand klPNm و

 اNaoPء the ال

 أأآquestioning qU أ

 stهZOا then ف

 NovPم to, because ل

 
Arabic prefixes do not follow a systematic standard for their 

attachment to Arabic words. In order to find all the rules that 
cover prefixes, rules of their combination and letters of words 
they are allowed to precede, a thorough and extensive study 
and analysis of the Arabic words and roots are needed.  

 

IV. ARABIC SUFFIXES 

 
There are fifteen(15) suffixes in Arabic language which 

form a small set of suffixes compared to languages such as 
Malay and the Slovene. However, Arabic allows up to three 
concurrent suffixes to be attached at the end of  the same word, 
for example, the word kهNo[yz contains three prefixes (kن ,ا , ه 
). Arabic suffixes are mostly made of attachable pronouns. 
Table 3 contains all the 15 Arabic suffixes and their English 
meanings [16][17]. 

 
Table 3: Arabic Suffixes and Derivative Meanings 

Suffix Derivative 
Meaning 

Example 

WX singular female W`O{U| 
 NO{UXن  male dual ان

 plural male,  Z}oX و

~ missing singular �v[yz 

 addresser singular �[yz ك

 أآ� male dual ا

 أآsingular female �vU ي

 أآplural  WU ن

 أآsingular female qU ت

��NOت  female plural ات 

 ZO{UXن  absent male plural ون

 أآZUا  absent male plural وا

k| addresser male 
plural  

kvUأآ 

kه absent male plural  kl[yz 

kآ addresser male 
plural  

k�[yz 

  

The characteristic of Arabic suffixes is similar to that of 
prefixes, which does not have a systematic rule for their 
attachment to Arabic words.  

 

V. RULE-BASED STEMMING ALGORITHM 

 
There are a few approaches taken in the development 

Arabic stemming algorithms. Among them are neural network 
approach [18][19], Support Vector Machine (SVM) 
application[20], and the rule based approach [21]-[24]. The 
first two approaches use machine learning technique to run the 
algorithms, and the later approach use the morphological rules 
created by the Arabic language experts to do the stemming. In 
this paper, we are adopting the rule based approach. 

  
The stemming algorithm was implemented using Standard C 

language with Arabic language support. The stemming 
algorithm consists of the following main modules: 

• Prefix and suffix removal module; 
• Root generator and checking module; 
• Pattern generator and checking module; 
• Intensification module which handle double 

letters (YXY�|); 
• Recoding module. 

 

A. Prefix and Suffix Removal Module 

    This module will try to find all the valid affixes in a given 
Arabic word and remove such affixes. Arabic language 
contains just a few number of affixes, however, affixes 
attachment rules to words are not easy to list out. After some 
thorough study of the Arabic morphological structure and 
word formation, we came out with around 800 rules that 
cover both Arabic prefixes and suffixes attachment rules to 
words. The prefix and suffix rules are define accordaing to 
the following syntax:  
 
 

1. Prefix rules:  prefix + let(s)  
where let(s) is a set of valid letters to follow 
the prefix, 
example: أ + &'     
which means أ is considered a prefix if the 
next two letters are  i|  such as in the word 

�|i|أ 
 
2. Suffix rules: let(s) + Suffix   

where let(s) is a set of valid letters preceding 
the suffix,  
example: () + ت   

which means ت is considered a suffix if the 

previous 2 letters are T[   such as in the 
word qOOأ� 
 
Table 4 shows example of prefixes and suffixes in the given 

words.  
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Table 4: Examples of Word Letters that match the Arabic 
Affixes 

Word Letter(s) Type of 
Affix  

 Prefix ف Ntرس

 Prefix ل ��ZOن

 Prefix ب ]Nرد

 Suffix ت ]Noت

kv� k| Suffix 

 Suffix ون اy�Pون

 
 

B. Root Generator and Checking Module 

This module will try to find all the valid possible roots for a 
given word. The module will check for the root validity by 
using the hashing technique to search for it in the root 
dictionary. This module will invoke the Intensification 

submodule that checks for words of double letters in order to 
change it to the normal form.  

 

C. Pattern Generator and Checking Module 

This module will take the word to be stemmed and one 
possible root (generated by the root module) as an input and 
then derive a template that matches both of them. This process 
will be repeated for the entire possible root generated from the 
root generator module. The module will also check the 
resulted template for its correctness by matching it to a set of 
valid Arabic templates [see Appendix-A]. An example of this 
validation process is as follows: 

- for the word W`�jNt, some of the possible roots generated 
are �at, سNt, ��j, W`�, قNt , where the roots W`�, قNt are ignored 
as they are not valid Arabic roots. 

- the templates for the remaining 3 roots are constructed 
with reference to the word W`�jNt, the resulting templates and 
their validity in Arabic are shown in   Table 5. 

 
Table 5: Possible Templates for the Word W`�jNt 

Root Generated 
Template 

Template  
Validity  

�at W`U�Nt valid 

 Nt W`�U{t invalidس

��j WU{tNt invalid 

 
 

D. Handling Double Letter Module  

There are many Arabic words and roots with double letters, 
which means that two similar adjacent letters are combined 
into one letter. This module will check for such words and its 
root and reconstruct the word by adding that letter. This will 
help in obtaining the correct root. Examples of words with 
Intensification are shown in Table 6. 

 
Table 6: Examples of Arabic words with Intensification 

Root Generated 
Template 

Template 
Validity  

�at W`U�Nt valid 

 Nt W`�U{t invalidس

��j WU{tNt invalid 

 

E. Recoding Module 

 
The recoding module main concern is to change some of the 

letters to their correct form. These letter changes will most 
probably occurs during the process of template formation in 
Arabic when a word is formed from a root. Some letter may 
dropped, changed or replaced by other letters. Table 7 lists 
some of the most recoded Arabic letters. 

 

F. Stemming Algorithm Flowchart 

The flow chart of the stemming algorithm is shown in 
Figure 1. The stemming process begins by processing a word 
and trying to find its correct stem. In case the word does have 
a correct stem, then the word without its affixes will be 
returned. 

 
Table 7: Examples of Letter Recoding for Arabic Words 

Word Recoding Rule  
(from→→→→ to) 

Word after 
Recoding 

 ؤ →→→→ ئ ه�ئ
 أ →→→→ ئ

 ه�ؤ
 ه�أ

�O� أ →→→→ ئ iO� 

�Qd أ →→→→ ئ iQd 

�ad أ →→→→ ئ iad 

�O� أ →→→→ ئ iO� 

�`j أ →→→→ ئ i`j 

 �iO أ →→→→ ء �Tء

 د�N ا →→→→ ى د��

W��| أ →→→→ ؤ W�i| 

y��X أ →→→→ ؤ y�iX 

sd�X أ →→→→ ؤ sdiX 

yأ →→→→ ؤ ؤ� yأ� 

 رود و →→→→ ا راد

N`� ي →→→→ ا �`� 

 
The stemming algorithm will take as input an Arabic word 

(not a stop word), and the output will be the extracted root (or 
stem). In cases where the algorithm cannot find a root for the a 
specific word, the word itself will be taken as a root. Such 
cases are few based on the performance of the algorithm 

  
Table 8 shows the number of errors obtained by our 

stemming algorithm compared to the results obtained by Al-
Omari’s algorithm. Hence, we can conclude that the our 
algorithm does performance better than Al-Omari’s algorithm. 
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Table 9 shows all the 21 words that has been stemmed 
wrongly and the types of errors for each word. 
 

 
Figure 1: The steps to find the stem for the word:   

 :789&آ45ن
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Table 8: Results of the Experiments for 10 Chapters of the 
Quran 

Number of words wrongly stemmed   

                                           Ours Al-Omari’s 

Chapter 1 684+ 9 25 
 126~ 6 15 
Chapter 2 450+ 8 23 
 83~ 6 17 
Chapter 3 444+ 6 24 
 100~ 4 20 
Chapter 4 462+ 9 27 

 103~ 5 19 
Chapter 5 202+ 6 15 
 56~ 3 12 
Chapter 6 278+ 5 19 
 48~ 2 17 
Chapter 7 341+ 9 29 
 73~ 4 19 
Chapter 8 299+ 5 12 
 73~ 4 10 
Chapter 9 341+ 4 14 
 88~ 3   9 
Chapter 10 181+ 4   7 

 46~      2      4 
 

 3682+    65 195 
Totals   796~    39 142 

  330*    21   85 

Keys: 
+ Total number of all words in the chapter 
~ Total number of unique words in the chapter 
*Total number of unique words in all the chapters 
 

Table 9: Stemming Errors on Ten Chapters of the Quran 
Word Actual 

Root 
Resulting  
Root 

Error  
Type 

 unchanged ر]� ر]T ر]�

l|Z�  Z� spellingة �Zت

N�Pا Wo� نN� spelling 

NXyPا �Xراح ر spelling 

NOPN[ �Q[ �Vا spelling 

و]Nر  spelling ارك ]yك

�XZt �Xو �X overstemming 

�U�Pا �Ut �P overstemming 

ZUO`P ZU[ �[ overstemming 

 overstemming ¡ل ] ل ] ل

i[س  overstemming أس ]iس 

YPاZ[ YPو �Xد others 

 N� others و��    

X�o|  others ز�X ��ل

Nهyآ ~yآ Nره others 

�Pوا �at قZj others 

`O}Pا W`[ �O� others 

o`Ovt W`[ �O| others 

W`O� W`[ �O� others 

klPN[ ل [ kه others 

No|it �|أ No| others 

 
Table 10: Distribution of Unique Errors on Quranic Data 

Set 
Error Type Number (%) 

Overstemming 5 (23.8%) 

Understemming 0 (0 %) 

Input word: 789&آ45ن 

Check dictionary: 789&آ45ن 

Not found 

Prefix rules application: 
(rule no: 31ي ,19ف) 

Word now is: آ45ن&S 
prefixes are: س ,ف 

Suffix rules application: 
(rule no: 188ون) 

Word now is: Vآ&S 
prefixes are: ون 

Possible roots generated: 
Vك ,أآ&S, VXS,  ..... 

Templates generated: 
VZ[S, VXZ9, V\&9,  ..... 

Valid templates: VZ[S 
Root generated: Vأآ 

 Report Valid  Root:  
Vأآ 
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Unchanged 1 (4.7%) 

Spelling 5 (23.8%) 

Others 10(47.6%) 

 
There are a total of 21 unique errors as shown in Table 10. 

These errors are classified into 5 groups, namely, 
understemming, over-stemming, spelling, unchanged, and 
others. The names of the groups describe the type of errors. 
Understemming and overstemming indicate that the resultant 
stems are uder stemmed or over stemmed. The group spelling 
indicates there is one letter in the resulted stem that is different 
from the correct root. As for unchanged group indicates that 
the resultant stem is the same as the original word which is not 
the correct root. Others indicate other types of stemming 
errors. 

 
 

VI. CONCLUSION 

 
Our experiments have shown that our new stemming 

algorithm performs better than that of Al-Omari. Could it be 
improved further?  Our analysis suggests that most of the 
remaining errors are due to the precise order in which the rules 
are applied, and we are currently considering ways in which 
this ordering can be best applied.  
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Appendix-A :Arabic Word Templates 

 ع
 أع
ª| 
�� 
ªt 
�t 
ª� 
ªX 
 أ��
ªtأ 
ªtأ 
�tأ 
ª|إ 
ªtإ 
ª|ا 
 ا��
ªtا 
�tا 
�{| 
ª�| 
��| 
 �Nل
§U� 
 Ntع
 Ntل
§{t 
�{t 
§Ut 
�{� 
ª�� 
��� 
ªv� 
�{� 
ª�� 
��� 
ªvX 
�{X 
ª�X 
��X 
 أ|}�
 أ|��
�Qأ� 
ªQtأ 
�Qtأ 
�{tأ 
�{tؤ 
 إ|}�

 ا|}�
�vا� 
�Qا� 
ªvtا 
�vtا 
ªQtا 
�Qtا 
�{tا 
 ا�}�
ªا�� 
 ا���
ª�v| 
 |}Nل
�v{| 
 |�Nع
 |�Nل
ªv�| 
�v�| 
�{�| 
§PN� 
 ��ء
 ��ئ
 ��ة
 �Zال
�¬Nt 
§�Nt 
��Nt 
§PNt 
 N{tء
 N{tئ
 N{tة
 N{tل
§U{t 
�U{t 

{tلZ  
�`{t 
 �tء
 �tئ
 �tة
 Ztاع
 Ztال
��Zt 
�{`t 
�{v� 
��v� 
 �}Nل
�v{� 

�Q{� 
 ��Nع
 ��Nل
ªv�� 
�v�� 
ªQ�� 
�Q�� 
�{�� 
�{o� 
ª�o� 
��o� 
�{v� 
��v� 
 �}Nل
�v{� 
�Q{� 
 ��Nع
 ��Nل
ªv�� 
�v�� 
ªQ�� 
�Q�� 
�{�� 
�{o� 
ª�o� 
��o� 
�{vX 
ª�vX 
��vX 
 N{Xل
�v{X 
 N�Xع
 N�Xل
ªv�X 
�v�X 
�{�X 
�{oX 
ª�oX 

�oX�  
�{vjأ 
��vjأ 
 أ��ؤ
��Ntأ 
�{vtأ 
�{Qtأ 
 أN{tؤ
 أN{tل

§U{tأ 
 أZ{tل
�`{tأ 
 أ�tؤ
 إ|}Nل
 إ|�Nع
 إ|�Nل
�{vjإ 
ª�vjإ 
��vjإ 
 إ��ل
�{vtإ 
 إN{tع
 إN{tل
§U{tإ 
 إZ{tل
�`{tإ 
 إ�tل
 إ��}�
 ا|}Nل
�{vjا 
ª�vjا 
��vjا 
��Ntا 
�{vtا 
�{Qtا 
 اN{tل
§U{tا 
 اZ{tل
 ا�tل
 ا��}�
��N�| 
�{v�| 
§U{�| 

�|�`{  
�{�o| 
§U¬Nt 
 N�Ntل
§U�Nt 
 Z�Ntل
�¬N{t 
§PN{t 
�PN{t 
�PN{t 
�PN{t 
 N{tول
�XN{t 

 t}�ء
 t}�ؤ
 t}�ئ
 t}�ة
 t}�ل
 t}�ن
§UU{t 
§`U{t 
�`U{t 
§PZ{t 
�{`{t 
§U`{t 
 Ztا��
��N`t 
 N{`tل
�{�v� 
�{va� 
ª�va� 
��va� 
��N�� 
�{v�� 
 ��}Nل
§U{�� 
 ��}Zل
�{`�� 
�{�o� 
 �N{vل
 �N�vع
 �N�vل
�{�v� 
�{va� 
ª�va� 
��va� 
 �}�ل
��N�� 
�{v�� 
�{Q�� 
 ��}Nع
 ��}Zل
�`{�� 
 ���ل
��Z�� 
�{`�� 
�{�o� 
 N{vXل
 N�vXع
 N�vXل

�{�vX 
�{vaX 
ª�vaX 
��vaX 
 X}�ل
��N�X 
�{v�X 
 N{�Xع
WU{�X 
 Z{�Xل
�`{�X 
 ��Xل
��Z�X 
�{`�X 
�{�oX 
�{�vjأ 
�`�Ntأ 
 أt}�ء
 أt}�ؤ
 أN{`tل
�{�vjإ 
 إN{vtل
§PN{tإ 
 إt}�ل

�Uo{tإ  
��Z{tإ 
 إ��}Nل
�{�vjا 
�`�Ntا 
 اN{vtل
§PN{tا 
 اt}�ء
 اt}�ل
�Uo{tا 
��Z{tا 
 اN{`tل
 ا��}Nل
�{�v| 
�{�va| 
§U�N�| 
§U`{�| 
§`U�Nt 
�`�N{t 
�تN{t 
§`PN{t 
�`PN{t 
 N`U{tء

�`{`{t 
 t}`�ن
 Ztا�`�
��N�v� 
�{�va� 
§U�N�� 
�`�N�� 
§U{v�� 
��Z{�� 
§PZ{�� 
§U{�o� 
��N�v� 
�{�va� 
�`�N�� 
�Uo{�� 
��Z{�� 
��N�vX 
�{�vaX 
�`�N�X 
 ZU{�Xن
�Uo{�X 
��Z{�X 
 إN{�vjل
§U{�vjإ 
§PN{vtإ 
�`PN{tإ 
§P�{tإ 
 إ�o{tل
 إN�Z{tل
 إt}`�ل
§PN{إ�� 
 اN{�vjل
§PN{vtا 
§P�{tا 
 ا�o{tل
 اN�Z{tل
 اt}`�ل
§PN{ا�� 
WU`�N�| 
§`U`{�| 
§U�N�v� 
§U{�va� 
§U�Z{�� 
§PN{�vjإ 
§P�o{tإ 
§P�`{tإ 

�vjا§PN{  

§U{�vjا 
§P�o{tا 
§PN�Z{tا 
§P�`{tا 
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Appendix-B: Examples of Prefix and Suffix Rules 
 

Prefix Rules for أ 
 
No. Rule No. Rule No. Rule 

 أ  +أ 3 أ  +^ 2 أ  +إ  1

 أ  +'a  6 أ  +'`  5 أ  +(�ل 4

 أ  +'c  9 أ  +'b  8 أ  +'& 7

10 d'+  11 أ  e'+  12 أ  f'+  أ 

13 g'+  14 أ  h'+  15 أ  ij'+  أ 

16 k'+  17 أ  `l'+  4  18 أl'+  أ 

 أ  +�p 21 أ  +دع  20 أ+'mي 19

22 bq'+ 23 أ  dp+  24 أ  bp+  أ 

25 (p+ 26 أ  rp+  27 أ  kp+  أ 

28 sp+ 29 أ  tp+  أ  +ذك  30 أ 

31 4p+ أ  +9&  33 أ  +رأ  32 أ 

34 w36 أ  +9)  35 أ +ذ  d9+  أ 

37 x9+ 38 أ  r9+  أ  +9`  39 أ 

40  f9+ 41 أ  &y9+  42 أ  `y9+  أ 

 أ  +zy9  45 أ  +fy9  44 أ +�9ت  43

46   sy9+ أ  47 أm9+  48 أ  a{9+  أ 

49  hy9+  50 أ  s|+  51 أ  V|+  أ 

 أ  +S&  52 أ  +و\a  53 أ  +9}{  52

 أ  +gqS  57 أ  +dS  56 أ  +|~  55

58  (S+  أ     

 
 

Suffix Rules for و  
  

      

No. Rule No. Rule No. Rule 
و  1 و  2 ئ + و  3 ء +  ب +
و  4 و  5 ت + و  6 ج +  ر +
و  7 و  8 ص + و  9 ع +  ف +

و  10 و  11 ق + و  12 ل +  م +
و  13 و  14 ن + + d) 15  و  ا  - د+
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