
 

 

  

Abstract—The work is aimed to research of predicting abilities of 
artificial neural networks. The characteristic samples of artificial 

neural network types were selected to be compared in numerous 

simulations, while influences of key parameters are studied. The 

tested artificial networks are as follows: multilayered feed-forward 

neural network, recurrent Elman neural network, adaptive linear 

network and radial basis function neural network. 

 

Keywords—Artificial neural network, benchmark, prediction, 
time series.  

I. INTRODUCTION 

RTIFICIAL neural networks (ANNs) have become a 

standard tool for modeling and prediction of various 

types of processes in past few years. Their popularity comes 

from simple usage, scalability and broad range of software 

products that implement ANN algorithms. Artificial neural 

networks offer black-box modeling approach that does not 

necessarily require a priori knowledge of system dynamics. 

Moreover, ANNs can be easily utilized in simple signal 

prediction as well as in modeling of large scale multi-input 

multi-output systems. They are widely used in a variety of 

applications, such as weather forecasting [1], time series 

prediction of financial data [2], [3], biology and medicine [4], 

[5]. It is no wonder that ANNs are very extensively applied in 

all fields of industry, e.g. in power engineering [6] and in 

process control [7], [22]. Despite the fact that in the process 

control area are in parallel developed progressive control 

methods, such as adaptive control [8]-[10] and model 

predictive control [11],[21], artificial neural networks provide 

significant enhancement of control quality [7], [12], [19].  

Despite the minor skeptic opinions [28], artificial neural 

networks are successfully utilized in prediction applications. 

For example an extensive survey of the forecasting with 

artificial neural networks can be found in [13]. However, the 
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selection of proper and usable artificial network might be 

difficult task. There are some works concerning prediction 

quality in various applications [13]-[15]. One of interesting 

ways how to reveal the prediction ability is serious comparison 

or benchmarking. Benchmarks or contests might bring the key 

clues either to novices in ANN topic or experienced 

researchers, because they can compare own predictor results to 

competitive methods using given objective criterions. There 

have been published a few of such comparison methods. For 

example The EUNITE network (EUropean Network on 

Intelligent TEchnologies for Smart Adaptive Systems) 

organized two competitions during 2001 and 2002. The first 

one was focused on the forecasting of maximum daily 

electrical load based on electrical load values and additional 

data [23]. The second EUNITE competition’s target was to 

model the Customer Intelligence in the Bank [24]. Short 

survey of benchmarking methods and prediction contests is 

introduced in [17]. Authors mention the so called Santa Fe 

competition, which is described in [25], another mentioned 

competition, which was presented in The International 

Workshop on Advanced Black-Box: Techniques for Nonlinear 

Modeling, is published in [26]. The 2010 Time Series 

Forecasting Grand Competition for Computational Intelligence 

[29] is aimed to empirical time series prediction. Same author 

presents good but a little out-of-date survey to neural network 

forecasting competitions in [30]. Interesting prediction 

benchmark was used by the ASHRAE (American Society of 

Heating, Refrigerating, and Air-Conditioning Engineers). In 

the “The Great Energy Predictor Shootout”-competition [32], 

[33] four environmental parameters (ambient temperature, 

absolute humidity ratio, solar radiation, and wind speed) were 

predicted. This competition was followed by the second 

benchmark “Great energy predictor shootout II” two years 

later [34]. In this paper the CATS (Competition on Artificial 

Time Series) benchmark [14]-[16] is chosen, because it is 

widely used as “first choice” benchmark and all data including 

the testing data were available.  

Lot of types of ANNs can be used for prediction. The most 

versatile type is multilayered feed-forward neural network 

(MFFNN). Almost all variations of the MFFNN, even the 

simple adaptive linear network (ADALINE), are capable to 

model and predict various systems. When the feedback 

connections are added to the ANNs, the recurrent neural 

networks are created. These networks can model 

temporally/sequentially extended dependencies over 
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unspecified (and potentially infinite) intervals [31]. There are 

other special categories of artificial neural networks that are 

used for modeling/prediction; e.g. radial basis function neural 

networks [35], functional networks [36], Kohonen networks 

[37], [38], probabilistic fuzzy neural network [39], etc. 

In this paper, there were chosen following types of ANN to 

be tested: multilayered feed-forward neural network, because 

of its wide usage, Elman neural network as the representative 

of the recurrent neural networks, radial basis function neural 

network, because it provides simple training with good 

prediction performance and adaptive neural network due to its 

simplicity. The paper is organized as follows: in the next 

chapter CATS benchmark is explained, then methodology of 

simulations is described, furthermore the structures of the 

tested ANNs is introduced, following part of the article shows 

results of simulations, their description and discussion, and 

finally the paper is closed by short concluding remarks. 

II. CATS BENCHMARK 

The CATS benchmark originates from the Competition on 

Artificial Time Series [16], [17] organized on the IJCNN’04 

conference in Budapest. Task of the predictor is to forecast 

five gaps in the artificial time series. 
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Fig. 1 CATS time series data  
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Fig. 2 Missing data to predicted, gap 1 (980-1000)  

The whole time series has 5000 values with the 100 missing 

data. The missing data are divided into five blocks as follows: 

981-1000, 1981-2000, 2981-3000, 3981-4000, 4981-5000. 

The missing gaps in the signal are marked in the Fig. 1 by the 

black arrows. The goal data from missing gaps are presented in 

the Fig. 2-6. 

The predictive error is described by two criterions: E1 and 

E2: 
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Fig. 3 Missing data to predicted, gap 2 (1981-2000)  

 

Where e is the real value of the signal, ê  is the predicted 

value and t is the time step. The first criterion E1 describes the 

prediction error for all 100 missing values, while the second 

criterion E2 expresses the prediction error in the first four 

missing blocks of data (80 values).  

It is very important to distinguish these two criterions 

because some prediction methods could have problems to 

predict the last 20 values of the signal. 
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Fig. 4 Missing data to predicted, gap 3 (2981-3000)  
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Fig. 5 Missing data to predicted, gap 4 (3981-4000)  
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Fig. 6 Missing data to predicted, gap 5 (4981-5000)  

 

III. METHODOLOGY 

As was described earlier in this document, there were 

chosen four different types of artificial neural networks 

(multilayered feed-forward neural network, Elman neural 

network, radial basis function neural network, adaptive neural 

network) to cover whole ANN family. 

Training of ANNs can be influenced by many parameters, 

such as number of layers, number of neurons, type of neurons 

(transfer function) and training algorithm settings. However, it 

can be usually found one the most influencing parameter that 

has key impact on the predictor quality for each single kind of 

ANN. In this contribution there is studied the influence of this 

key parameter for each benchmarked artificial neural network. 

Multilayer feed-forward neural networks (MFFNNs) are 

very often called backpropagation networks because of the 

typical training algorithm. These neural networks are very 

often used for various type applications including modeling 

and prediction. As the key parameter of MFFNN was observed 

maximum numbers of training epochs value (MTE). In this 

paper two structures of multilayered feed-forward neural 

network are tested. Both tested structures used two layers (one 

hidden layer + output layer). The first structure has hyperbolic 

tangent sigmoid transfer function in the hidden layer and linear 

transfer function in the output layer. In the following text this 

structure will be denoted as mffnntp. The second configuration 

employs hyperbolic tangent sigmoid transfer function in the 

both layers (mffnntt). 

Elman neural network (ENN) was chosen as the 

representative of recurrent artificial neural networks. It these 

ANNs data flows not only in forward direction (from inputs to 

outputs) but also in the backward direction. Typical Elman 

network has one hidden layer with delayed feedback. In this 

article the hidden layer contained neurons with hyperbolic 

tangent sigmoid transfer function and the output layer of the 

ENN used linear transfer function (below denoted as enn). The 

backpropagation algorithm was used for the enn training. 

Analogously to multilayered feed-forward neural networks the 

MTE parameter was identified as the key factor. 

Artificial neural networks with radial basis function (RBF) 

have typically two layers. The hidden layer consists of radial 

basis transfer function, while the output layer uses linear 

transfer function. RBF networks are popular for their fast and 

easy training and adaptation. However, these advantages bring 

some drawbacks too. The main disadvantage of RBF network 

is high memory requirement, because in the classic approach 

the number of neurons in the hidden layer is equal to the 

number of training data [18]. The key factor that was chosen 

for testing was spread parameter that defines the smoothness 

of the approximation function. RBF networks following this 

approach are further denoted as rbf. Nevertheless, there was 

developed improved design method that uses suboptimal 

solution of the function approximation using fewer RBF 

neurons in the hidden layer [19], where the training algorithm 

iteratively adds a RBF neuron to the hidden layer until the 

training error reaches the desired goal. Therefore, the goal 
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parameter was selected as the driving factor for benchmarking. 

Such RBF networks will be in the following text symbolized as 

rbfu. 

Adaptive linear networks have very simple structure. 

Nevertheless, these ANNs have a lot of applications even in 

the prediction of nonlinear systems. As the driving parameter 

was selected learning rate. The tested adaptive linear networks 

are in the following text denoted as adaline. 

In order to obtain comparable results we tried to keep same 

conditions for all tested networks as much as it was possible. 

For example all tested neural networks used five last values of 

the signal for one future value prediction, as is depicted in the 

Fig. 7. Furthermore, the same number of layers and same 

number of neurons in the layers was used where it was 

possible. Of course each ANN has specific features and limits. 

Thus, for example in case of one-layered adaline it was not 

possible to use one hidden layer as in the MFFNNs. 

 

 
Fig. 7 One-step-ahead prediction from the five last values 

 

IV. SIMULATIONS AND RESULTS 

For all simulations MATLAB with Neural Network 

Toolbox was used. 

As was mentioned hereinbefore, all artificial neural 

networks used five past values of the predicted signal since the 

input vector and all networks predicted only one step ahead. In 

other words, when it was needed the ANN repeatedly used its 

own predictions as inputs. Therefore, five neurons were in the 

input (zero) layer of all tested ANNs and the output layer 

consisted of one neuron.  

Multilayered feed-forward neural networks (mffnntp and 

mffnntt) had thirty neurons in the hidden layer. This number 

was obtained by many experiments as “optimal” for this case. 

The structures of the MFFNN networks are illustrated in the 

Fig. 8 and 9. 

 

 
Fig. 8 Scheme of mffnntt 

 

 
Fig. 9 Scheme of mffnntp 

 

In the case Elman neural network was used similar 

methodology and after lot of experiments with various 

structures it was found that “optimal” number of neurons in the 

hidden layer is ten. Simplified structure of enn is depicted in 

the Fig. 10. 

 

 
Fig. 10 Scheme of enn 

 

The structure of rbf comes from design method. The number 

of neurons in the hidden layer equals to number training data. 

Thus, the structure of rbf looks like in the Fig. 11. The 

structure of rbfu is similar, only the number of neurons in the 

hidden layer is lower. 

 

 
Fig. 11 Scheme of rbf 

 

The structure of adaline is very simple as can be seen from 

Fig. 12. 

 

 
Fig. 12 Scheme of adaline 

 

The CATS prediction errors E1, E2, the time of prediction tP 

and the time of training tT have been observed for all types of 

benchmarked ANNs. Besides these general parameters, it was 

necessary to monitor other features that were specific for each 

tested artificial neural network. 

In case of multilayered feed-forward neural networks 

(mffnntp and mffnntt) and Elman neural networks (enn) there 

were studied following parameters: 

- FGE (Final Global Error) – shows Global Error of the 

training algorithm at the end of network training, 

- Epochs – presents the real number of training epochs. 
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Table I. Results for mffnntp 

MTE 

(1) 

E1 

(E+04) 

E2 

(E+04) 

FGE 

(E-04) 

Epochs 

(1) 
tP (s) tT (s) 

25 31.4 31.2 31.8 25 0.59 2.46 

50 5.31 5.80 12.3 50 0.59 3.99 

75 4.42 4.67 9.42 75 0.59 5.93 

100 1.60 1.41 7.08 100 0.59 8.11 

125 1.48 1.45 6.15 125 0.59 10.2 

150 1.49 1.29 5.59 150 0.59 12.3 

175 1.44 1.30 5.26 173.3 0.59 14.3 

200 1.58 1.43 5.36 198.9 0.59 16.5 

225 1.43 1.30 4.99 220 0.59 18.2 

250 5.11 5.85 5.13 201.6 0.59 16.6 

 

Table II. Results for mffnntt 

MTE 

(1) 

E1 

(E+04) 

E2 

(E+04) 

FGE 

(E-04) 

Epochs 

(1) 
tP (s) tT (s) 

25 2.02 1.75 19.5 25 0.61 2.26 

50 1.76 1.60 10.2 50 0.59 4.04 

75 1.58 1.53 7.11 75 0.59 6.13 

100 1.60 1.47 6.36 100 0.59 8.34 

125 1.50 1.39 5.97 125 0.59 10.4 

150 1.49 1.34 5.61 147.8 0.59 12.3 

175 1.47 1.39 5.73 174.9 0.59 14.8 

200 1.43 1.27 5.51 186.9 0.59 15.9 

225 1.48 1.39 5.36 202.7 0.59 17.2 

250 1.51 1.44 5.40 220.7 0.59 18.7 

 

Table III. Results for enn 

MTE 

(1) 

E1 

(E+04) 

E2 

(E+04) 

FGE 

(E-04) 

Epochs 

(1) 
tP (s) 

tT 

(E+04 s) 

150 2,36 1,60 12,2 150 0,62 0,86 

200 17,8 16,4 10,5 200 0,60 1,16 

250 2,43 1,91 11,3 248,1 0,60 1,42 

300 1,58 1,23 9,56 298,3 0,60 1,70 

350 1,68 1,27 11,5 318,1 0,60 1,84 

400 1,92 1,40 9,05 332,5 0,60 1,91 

450 2,24 1,54 10,0 347,8 0,64 2,02 

500 2,24 1,54 9,91 372,8 0,62 2,15 

550 17,7 16,3 8,56 421,8 0,61 2,45 

600 1,66 1,23 8,20 517,5 0,61 2,98 

 

For radial basis neural networks there was observed real 

number of neurons in order to compare differences between 

rbf and rbfu. 

There have been done 100 simulations for the each ANN 

settings. Then, the arithmetical means of simulation were 

computed and the results are presented in the Tables I – VI. 

As can be seen from tables, it is difficult to find one 

absolute winner. From the point of view of computational 

requirements the adaline provides the best results, because the 

time of the prediction and time of training is definitely 

shortest. Conversely, the prediction quality of adaptive linear 

networks is under the average in this test. 

Table IV. Results for rbf 

spread 

(1) 
E1 (E+04) E2 (E+04) 

Number 

of 

neurons 

tP  

(s) 

tT 
 (s) 

0.1 1.70E+8 1.71E+8 4875 0.71 82.14 

0.5 1.56 1.44 4875 0.72 88.91 

1 1.36 1.16 4875 0.70 84.91 

5 1.36 1.21 4875 0.69 120.6 

10 1.37 1.23 4875 0.69 68.00 

50 1.37 1.19 4875 0.68 76.43 

100 1.37 1.19 4875 0.69 70.72 

500 1.36 1.20 4875 0.69 68.50 

1000 1.36 1.20 4875 0.69 66.11 

5000 1.36 1.20 4875 0.69 67.14 

 

Table V. Results for rbfu 

goal 

(1) 

E1 

(E+04) 

E2 

(E+04) 

Number of 

neurons 
tP (s) tT (s) 

1.98 1.36 1.16 1902 0.64 1.43E+04 

2 1.34 1.16 528 0.62 847.46 

3 1.72 1.36 8 0.59 10.07 

4 1.49 1.21 6 0.59 8.17 

5 1.49 1.21 6 0.59 8.11 

6 1.49 1.21 6 0.59 8.26 

7 1.49 1.21 6 0.59 8.20 

8 1.77 1.63 4 0.59 6.29 

9 1.78 1.63 3 0.59 5.49 

10 1.89 1.82 2 0.59 4.51 

 

Table VI. Results for adaline 

learning 

rate (1) 
E1 (1) E2 (1) tP (s) tT (s) 

1.00E-02 7.59E+42 8.97E+42 0.53 5.64E-02 

1.00E-03 4.99E+13 5.75E+13 0.52 6.19E-03 

1.00E-04 2.50E+04 2.66E+04 0.52 6.08E-03 

1.00E-05 2.50E+04 2.46E+04 0.52 5.96E-03 

1.00E-06 2.51E+04 2.45E+04 0.52 6.07E-03 

1.00E-07 2.51E+04 2.45E+04 0.52 5.95E-03 

1.00E-08 2.51E+04 2.45E+04 0.52 6.02E-03 

1.00E-09 2.51E+04 2.45E+04 0.52 6.12E-03 

1.00E-10 2.51E+04 2.45E+04 0.52 5.95E-03 

1.00E-11 2.51E+04 2.45E+04 0.56 6.18E-03 

 

It is interesting that one of the most used types of artificial 

neural networks – MFFNN - provided just average results as 

far as the prediction quality is concerned and relatively high 

computational demands (comparing both tP and tT). 

Except adaline, all other tested ANN structures (mffnntp, 

mffnntt, enn, rbf, rbfu) performed good prediction quality. 

However, the lowest values of the prediction errors E1 and E2 

were reached with improved design of radial basis network 

rbfu. The absolutely best (lowest) prediction errors were 

obtained for the goal = 2 (the second row in the Table V). 

Relatively misleading could be finding the worst prediction 
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errors, because inaccurate predictions can be easily achieved 

with all artificial neural networks by inferior setting only. 

While the influence of the chosen key parameter was studied, 

some results, especially in the limits of the studied parameter 

range, can be strongly imprecise. 

 

 
Fig. 13 Influence of the MTE to E1 and E2 for mffnntp 

 

 
Fig. 14 Influence of the MTE to tP and tT for mffnntp 

 

 
Fig. 15 Influence of the MTE to E1 and E2 for mffnntt 

 

As far as the key parameter is concerned, the maximum 

number of training epochs influences the prediction error for 

multilayered feed-forward neural network as can be seen from 

Fig. 13 and 15. First, while the MTE rises, the E1 and E2 fall 

down. Then, at a certain level (approx. MTE = 100) prediction 

errors starts stagnate. And finally, when maximum number of 

training epoch reaches approximately 225, the prediction 

errors go up. Furthermore, it can be deduced that prediction 

time tP is not significantly influenced by this parameter, but 

time for .training tT is directly proportional to the MTE, as is 

depicted in the Fig. 14 and 16. 

 

 
Fig. 16 Influence of the MTE to tP and tT for mffnntt 

 

 
Fig. 17 Influence of the MTE to E1 and E2 for enn 

 

 
Fig. 18 Influence of the MTE to tP and tT for enn 

 

Very similar behavior was achieved for Elman neural 

network, where the maximum number of training epochs was 

observed too. The training time tT is directly proportional to 

the maximum number of training epochs, while the prediction 

time tP remains almost the same, as is illustrated in the Fig. 18. 

On the other hand, the prediction errors E1 and E2 show 

interesting dependency on the MTE. As can be seen from the 

Fig. 17, there are two peaks at the limits of the observed range. 
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Between limits is flat valley with almost constant values of the 

prediction errors.  

From the Table IV and the Fig. 19 it can be concluded that 

when spread parameter reaches value 1 the prediction errors 

become steady. Additionally, it can be seen from Fig. 20 that 

time tP is not notably influenced by the spread parameter and 

the time of training is mostly decreasing. 

 

 
Fig. 19 Influence of the spread to E1 and E2 for rbf 

 

 
Fig. 20 Influence of the spread to tP and tT for rbf 

 

 
Fig. 21 Influence of the goal to E1 and E2 for rbfu 

 

Fig. 21 shows again ambiguous course of the prediction 

errors E1 and E2 similarly to the Fig. 17. Generally it can be 

assumed that the best prediction accuracy for rbfu is obtained 

in the range goal=(4, 7). The fact that the time of prediction tP 

reaches minimum for the goal=3 results from the Fig. 22. In 

addition it can be concluded that time of the training tT 

decreases with the increase of the goal parameter. 

 

 
Fig. 22 Influence of the goal to tP and tT for rbfu 

 

Fig. 23 proves that prediction errors E1 and E2 are the 

highest from the tested ANN. Even the increase of the learning 

rate cannot improve this result – the prediction accuracy 

remain at the same level after reaching saturation around 

2,50·10
4
. In other words, adaptive linear network is not able to 

train this kind of signal effectively. Same conclusion can done 

with computational times. As can be seen from Fig. 24, the 

learning rate does not notably change the time of prediction tP 

and the time of training tT. 

 

 
Fig. 23 Influence of the learning rate to E1 and E2 for adaline 

 

 
Fig. 24 Influence of the learning rate to tP and tT for adaline 
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V. COMPARISON AND DISCUSSION 

To obtain better assessment, it could be selected one best 

result of each tested type of ANN. Nevertheless, the selection 

of the best row from each table is not trivial, because for 

example rbfu has the prediction accuracy for the spread 

parameter=1.98, but the training time of this settings is 

incredibly long. Thus, the fifth row (goal=5) was selected 

instead. In other words, the choice of the selected 

representative involves both point of views – prediction 

accuracy (E1 and E2) and computational demands (time tP and 

tT).  

Using this approach it was selected the seventh row from 

Table I (mffnntp), the ninth row from Table II (mffnntt), the 

fifth row from Table III (enn), the eighth row from Table IV 

(rbf) and the fifth row from Table VI (adaline). Now these 

representatives could be compared in bar charts. 

 

 
Fig. 25 Comparison of the prediction error E1 

 

The Fig. 25 illustrates the differences in the prediction of 

omitted gaps inside and outside the CATS signal. It can be 

assumed that the lowest value of E1 was obtained by rbf. 

Though, the Fig. 26 shows performance E2 which describes 

internal prediction only. In this comparison rbf network wins 

again. 

 
Fig. 26 Comparison of the prediction error E2 

 

The Fig. 27 demonstrates time of prediction for each selected 

representative. As can be seen, the shortest time tP can be 

obtained with adaline. The Fig. 28 presents comparison of 

training time tT. Here, the adaline gives the most impresive 

results. The training time of adaline was so short that the data 

in the graph had to be logarithmized. 

 

 
Fig. 27 Comparison of the time of prediction tP 

 

 
Fig. 28 Comparison of the time of training tT 

 

It can be concluded that beside adaptive linear network all 

tested configurations have more or less comparable prediction 

accuracy. Predicting time was approximately same for all 

benchmarked artificial neural networks.  

However, big differences lays in the Fig. 28 (i.e. time of 

ANN training). Elman neural network suffers higher 

computational demands that probably originate from the more 

complex structure (backward loops). Both configurations of 

MFFNN and radial basis network provide similar training 

times. Nevertheless, adaline showed the lowest computational 

demands without compare. This behavior is caused by very 

simple structure (one layer, linear transfer function). Though, 

adaptive linear networks cannot be suggested for prediction of 

this kind of signals despite the fast training and prediction, 

because of the unsatisfactory prediction quality. 

VI. CONSLUSION 

The paper presented comparison of artificial neural 

networks in prediction of artificial time series. The simulations 

proved that all tested ANNs can be used for prediction of such 

signals. There is only one exception – adaptive linear network. 

Although this network provides extremely short training and 
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predicting times, the prediction errors were too high. 

The prediction benchmarking brings essential information 

about predictor abilities and its prediction accuracy. However, 

it has to be considered that all benchmarks (not only CATS 

prediction benchmark) are limited by the benchmarking 

method. In other words, the CATS benchmark provides 

information about prediction of artificial time series only. 

Therefore, the prediction performance for other types of 

signals could be different. 
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