
 

 

  

Abstract— Because of the property of data fragmentation in 

decision trees that makes them more dependent on available data sets, 

random forests were invented to cope with the data fragmentation. 

Random forests generates their own decision trees with two 

parameters, the number of attributes that can be the candidates of split 

in each subtree and the number of trees in the forests. There are known 

recommended default parameters. But, the default parameters may not 

work well always. This paper investigates what kind of property of 

data sets may not be good for the default parameters, especially the 

first parameter of the number of attributes that can be the candidates of 

the split, and propose a guide line.  

 

Keywords—Random forests, decision trees, data preprocessing, 

random sampling.  

I. INTRODUCTION 

ENERATING high performance classifiers is a major 

research interest in the task of data mining or machine 

learning. Among the related research, decision tree-based 

methods and neural network-based methods can be some two 

representative results of the research. There are many examples 

that use the methods [1, 2, 3, 4, 5].  

    A good point of decision tree-based methods is relatively 

short time to train so that scalability is good [6, 7]. On the other 

hand, even though neural network-based methods have a good 

performance, the methods need very long computing time to 

train so that scalability of the neural network based methods is 

limited [8, 9]. On the other hand, the weak point of decision 

trees in accuracy is innate. Because decision tree algorithms 

fragment data sets during training, even if the size of available 

data set is large, training data are drained quickly due to the data 

fragmentation [10].  

    Random forests [11] were invented to overcome the 

weakness of decision trees by resorting to many randomly 

generated decision trees in the forests. Random forests are 

known to be robust for missing and erroneous data to some 

degree, and known that the accuracy of random forests is 

comparable to that of SVM [12]. The accuracy of SVM is 

known that it is one of the most accurate classifiers. Moreover, 

we may say that random forests are more useful than SVM in 

most cases, because random forests can treat multiple classes 

naturally, while the original SVM can treat only binary class 

problems, if we do not add any other functions.  

    But, the accuracy of random forests for a data set can vary 
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depending on the number of trees in the forests and the number 

of attributes to pick randomly that determines the subtree of 

each branch in the tree. So, in this paper we want to find some 

guideline based on the characteristics of data sets to train. In 

section two we will discuss about related work, and in section 

three we will discuss about insights for better random forests 

based on experiments performed for random forests with a 

variety of data sets, and in section four some conclusions will be 

given.  

II. RELATED WORK 

Because decision tree algorithms decisively divide a training 

data set based on the branching criteria during training, the 

performance of decision trees is more heavily dependent on the 

training data sets than other data mining algorithms like neural 

networks that do not decisively divide a training data set [13]. 

So, we can infer that the performance of decision trees is 

dependent on the composition of data in the training data sets.  

As a way to mitigate the decision trees’ dependency in 

performance to a specific training data set, many decision trees 

can be trained based on the same data sets, but the training data 

sets come from sampling with replacement and vote for 

classification. The method is called BAGGING [14]. 

BAGGING stands for Bootstrap AGGregatING. Random 

forests are based on BAGGING, and additionally, the trees are 

built based on some random selection of attributes and with no 

pruning.  

Because tree building process is independent from random 

sampling in random forests, some researchers use 

entropy-based measure [15, 16], while the original algorithm 

uses a purity-based measure [14, 17] in building the trees for 

their random forests. It has been known that tree generation of 

random forests is relatively faster than other data mining 

algorithms like neural networks [18].  

Some other researchers tried to find better knowledge models 

based on randomness in attribute selection and training data sets. 

Random subspace method [19] tries to select the subset of 

attributes randomly and applies aggregating to find better 

classification models. On the other hand, SubBag method [20] 

tries BAGGING and random subspace method together. It was 

also combined with decision tree algorithm based on C4.5 and 

rule generator based on RIPPER(Repeated Incremental Pruning 

to Produce Error Reduction) by Cohen [21].  

Because each decision tree in the random forests is 

independent, Boström tried concurrent training of each decision 

tree in the random forests using a concurrent programming 

language [15]. The random forests were made based on the 

default number of attributes to pick randomly and have massive 

number of trees up to 100,000 trees in forests.  
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III. INSIGHTS FOR BETTER RANDOM FORESTS 

A. The Issues of Random Forests 

Because decision tree algorithms split a given data set, the 

data set is fragmented so that data for training is consumed 

rapidly. This data fragmentation phenomenon makes the 

decision trees more dependent on the available data sets than 

other data mining or machine learning algorithms. In order to 

mitigate this property of decision trees, random forests could be 

used. There are many decision trees in the random forests, and 

each training data set for each tree in the forests is made based 

on sampling with replacement called bootstrap method [23]. 

Statistically, 63.2% of instances are sampled in average from 

the original training data set in the bootstrap method. In other 

words, 36.8% of the instances in the training set are not selected 

in average. So, bootstrap method is a kind of oversampling 

method, and the unselected instances may be used for testing.  

After the sampling decision trees are generated based on  

some conventional decision tree generation algorithms without 

pruning step. But, while conventional decision tree generation 

algorithms consider all yet unselected attributes to choose the 

best split in the root of each subtree, decision tree algorithms in 

random forests consider arbitrary number of attributes randomly, 

where the arbitrary number is based on user's choice, then the 

best split among the selected attributes is chosen like 

conventional decision tree algorithms.  

Breiman, who is the inventor of random forests, used the 

number, the first integer less than log2A + 1 where A is the 

number of attributes of the target data set [11]. Later, he 

recommended square root of A also as the number, and also half 

and double of the number if time permit [23, 24]. Another issue 

is the number of decision trees in the forests. According to 

Breiman tens to hundreds of decision trees are enough, because 

he concluded that thousands of trees do not give better 

performance than the smaller number of trees in the forests. 

More recently, Boström [15] empirically showed in his 

experiments that better accuracy could be found in average, 

when the number of tree was 1000. He generated random forests 

of 100 trees, 1,000 trees, 10,000 trees, and 100,000 trees for 34 

different data sets.   

B. Data Sets for Experiment 

There are two parameters when we generate random forests; 

the number of trees in random forests and the number of 

randomly chosen attributes to generate each tree. We can also 

understand that the second parameter is used to mitigate the 

degree of dependency on the splitting criterion of decision tree 

algorithm of the random forests by adjusting the number of 

attributes to consider for the best split. Different splitting 

criteria have different effect for the performance of decision 

trees. For example, C4.5 [16] that is one of the most popular 

decision tree algorithms uses the criterion of gain ratio which is 

based on entropy, while CART [17] that is also one of the most 

popular decision tree algorithms uses the criterion of Gini index 

which checks the purity of child nodes, and as a result, the two 

algorithms have different performance for the same data sets. If 

the number is equal to the whole number of attributes, the tree 

generation process becomes identical to that of conventional 

decision tree algorithms without pruning. As the number 

becomes smaller, the degree of dependency on splitting 

criterion becomes lighter. If the number is one, it just selects an 

attribute randomly for split. We name the parameter of the 

degree of randomness in building decision trees as drT.  

Let’s consider the first parameter of the number of trees in the 

forests. It may compensate the data fragmentation problem 

somewhat, because each tree will be made from the samples that 

are based on sampling with replacement. But, it has some 

limited effect only, because no new instances that may improve 

the performance of the decision tree can be made. Repeatedly 

sampled instances in minor classes have more effect in the tree, 

because of the rates of increase in the number of instances in the 

minor classes are larger than those of major classes. Minor 

classes are the classes that have smaller number of instances of 

the classes, and have more conflicting class values in their 

instances, while major classes have opposite property.  

Among the two parameters we can conclude that the second 

parameter, drT, has more effect in the performance of decision 

tree, in case that we have insufficient number of instances or 

insufficient information for accurate classification.  

We want to see what kinds of data sets need more degree of 

randomness in building decision trees, so we consider in the 

experiment the cases of drT being one and also the default value, 

which is the first integer less than log2A + 1. For the number of 

trees in forests we consider the cases of the number of trees in 

random forests being 100 and 1000 only. 100 trees are chosen 

because of Breiman’s guideline of hundreds of trees in the 

forests [11]. The parameter of 1000 trees in the forests is chosen, 

because it produced the best accuracy in average in the 

experiments conducted by Boström [15].  Experiments were run 

using 33 different data sets of classification task in UCI machine 

learning repository [25]. Table 1 shows the property of the data 

sets.  

 

Table 1. The property of data sets  

Data set  No. of 

attribute

s 

No. of 

instance

s 

No. of 

classes 

Abalone 9 4177 29 

Anneal 39 898 6 

Arrhythmia 280 452 16 

Audiology 71 226 24 

Bridges 13 108 7 

Bupa 7 345 2 

Credit screening 

(Japanese) 

16 690 2 

Cylinder bands 40 540 2 

Db world e-mails 

(bodies) 

4703 64 2 

Dermatology 35 366 6 

Glass 11 214 7 

Hayes roth 6 132 3 

Hepatitis 20 155 2 
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Iris 5 150 3 

Lenses 5 24 3 

Lung cancer 57 32 3 

Post operative 9 90 3 

Sonar 61 208 2 

Stalog_vehicle 19 752 4 

Spect 23 267 2 

Teaching assistant 

evaluation 

6 151 3 

Vertebral column 

2C 

7 310 2 

Vowel 14 990 11 

Yeast 9 1484 10 

Zoo 18 101 7 

Car 7 1728 4 

King rook vs king 

pawn 

37 3196 2 

Internet ads 1559 3279 2 

Magic4 11 19020 2 

Nursery original 9 12960 5 

Ozone 8 hour 73 2534 2 

Stalog landsat 

satellite 

37 6435 7 

Stalog shuttle 10 58000 7 

 

C. The Classification of Data Sets 

We know that not only decision tree algorithms have the 

tendency of preferring major classes and fragment data sets in 

the subtrees, but also the many decision trees in random forests 

can have similar tendency that is dependent upon the number of 

attributes to pick randomly. But this tendency can be mitigated 

for large data sets, because we can confront with the data 

fragmentation problem less. On the other hand, the data 

fragmentation problem could become worse, if we have some 

unbalanced class value distribution in the data sets of small size. 

So, we want to divide the target data sets into three cases based 

on the number of instances per class and class value 

distribution:  

 

� small and unbalanced, 
� small and balanced, and  
� large based on experiment  

 

So, random forests were generated based on the following 

combination of the parameters: 

 

� {drT=1, the number of trees in random forests=100},  

� {drT=1, the number of trees in random 

forests=1000}, 

� {drT=default value, the number of trees in random 
forests=100},  

� {drT=default value, the number of trees in random 
forests=1000} 

  

In the experiment 10-fold cross validation was used. So, a 

data set is divided into ten equal subsets and each subset was 

used for test, while nine other subsets were used for training. 

Random forests in weka were used for the experiment. Weka is 

a comprehensive data mining package written in java [26].  

In order to divide the data sets based on the degree of balance 

in class value distribution, purity was checked based on Gini 

index [12]. 

The purity of data sets can be calculated by Gini index; 

, 

               G = 1 - ∑ fi
2
, i= 1, …, m,                                (1) 

 

where fi is the fraction of instances having class value i and m 

is the total number of class values. We can use equation (1) as a 

basis to determine whether a class distribution is balanced or not. 

If each fi has the same value, the data set has balanced 

distribution in class values. For example, if we have a data set of 

perfectly balanced distribution with 2 classes, each fi is 0.5, so G 

= 1 – (0.5
2
 + 0.5

2
) = 0.5. This value changes depending on the 

composition of class values. For example, if each f1 is 0.25 and 

f2 is 0.75, then G = 0.375.  

Let Gb and Gd are the Gini indexes for the data set of perfectly 

balanced class distribution and the data set’s own class 

distribution respectively. We may define the class distribution 

of data set is relatively unbalanced, if 

 

          log10Gb – log10Gd > α                                         (2) 

 

The α value should be set carefully to reflect the property of 

data sets. Table 2 shows some possible values of equation (2) as 

the ratio of class 1 and class 2 changes for the data set having 2 

classes. 

 

Table 2. The sample values of equation (2) as the ratio of 

class 1 and class 2 change 

Ratio of class 1 Ratio of class 2 Value of 

equation (2) 

0.3 0.7 0.75721 

0.4 0.6 0.017729 

0.425 0.575 0.009883 

0.45 0.55 0.004365 

0.475 0.525 0.001087 

 

If we look at table 2, the third row has our approximation on 

whether a data set is some balanced class value distribution or 

not, So α = 0.01 was used as the criterion of being balanced or 

not.  

After generating random forests for the whole data sets, 

another number that classifies the data sets into two groups, 

small and large, was set 400. So the whole data sets were 

classified into four categories as in table 3. Note that for large 

data sets, being balanced or unbalanced is not important. 

 

Table 3. The class value distribution and size of data sets  

Data set  No. of 

Instances/

class 

S

iz

e 

Class value 

distribution 

INTERNATIONAL JOURNAL OF MATHEMATICAL MODELS AND METHODS IN APPLIED SCIENCES Volume 8, 2014

ISSN: 1998-0140 167



 

 

Abalone 144  

 

 

 

 

 

 

 

 

 

S 

m 

a 

l 

l 

 

Unbalanced  

Anneal 199.7 Unbalanced  

Arrhythmia 28.3 Unbalanced 

Audiology 9.4 Unbalanced 

Bridges 13.5 Unbalanced 

Bupa 172.5 Unbalanced  

Credit screening 

(Japanese) 

340 Balanced  

Cylinder bands 270 Unbalanced  

Db world e-mails 

(bodies) 

32 Balanced  

Dermatology 61 Unbalanced 

Glass 30.6 Unbalanced  

Hayes roth 44 Unbalanced  

Hepatitis 77.5 Unbalanced 

Iris 50 Balanced  

Lenses 8 Unbalanced 

Lung cancer 10.7 Balanced  

Post operative 30 Unbalanced  

Sonar 104 Balanced 

Stalog_vehicle 188 Balanced  

Spect 133.5 Unbalanced  

Teaching assistant 

evaluation 

50.3 Balanced 

Vertebral column 2C 155 Unbalanced 

Vowel 90 Balanced  

Yeast 148.4 Unbalanced  

Zoo 14.4 Unbalanced 

Car 432  

 

L 

a 

r 

g 

e 

Unbalanced  

King rook vs king 

pawn 

1598 Balanced 

Internet ads 1639.5 Unbalanced  

Magic4 9510 Unbalanced  

Nursery original 2592 Unbalanced  

Ozone_8 hour 1267 Unbalanced  

Statlog_landsat 

satellite 

1072.5 Unbalanced  

Statlog_shuttle 8285.7 Unbalanced 

 

D. The Results of Experiments 

According to the definition, the results were categorized into 

the followings: 

  

� The random forests that have better accuracy when 
drT is one, while the size of data set per class is 

relatively small and class distribution is relatively 

unbalanced (table 4-1 and table 4-2). 

� The random forests that have better accuracy when 
drT is the default value, while the size of data set 

per class is relatively small and class distribution is 

relatively unbalanced (table 5-1 and table 5-2). 

� The random forests that have better accuracy when 
drT is the default value, while the size of data set 

per class is relatively small and class distribution 

is relatively balanced (table 6-1 and table 6-2). 

� The random forests that have better accuracy when 
drT is the default value, while the size of data set 

per class is relative large regardless of class 

distribution (table 7-1 and table 7-2). 

 

The following table 4-1 and table 4-2 show the accuracy of 

random forests that have better accuracy when drT is one, while 

the size of data set per class is relatively small and class 

distribution is relatively unbalanced. 

 

Table 4-1. The random forests that have better accuracy when 

drT is one, while the size of data set per class is relatively small 

and class distribution is relatively unbalanced  

 

Data set  

No. of 

instances 

per class 

Number of attributes to pick 

randomly = 1 

100 trees 1000 trees 

Abalone 144 24.2897 24.4434 

Anneal 199.7 95.7684 95.7684 

Audiology 9.4 81.4159 78.7611 

Bridges 13.5 65.0943 66.9811 

Bupa 172.5 74.7826 76.2319 

Cylinder 

bands 

270 84.4444 84.8148 

Dermatology 61 96.4881 97.2678 

Hepatitis 77.5 84.5161 84.5161 

Lenses 8 12.5 12.5 

Post 

operative 

30 65.5556 65.5556 

Spect 133.5 82.397 82.397 

Yeast 148.4 61.9272 62.6685 

Zoo 14.4 96.0396 97.0927 

 

Table 4-2. The random forests that have better accuracy when 

drT is one, while the size of data set per class is relatively small 

and class distribution is relatively unbalanced 

 

Data set  

No. of 

instances 

per class 

Number of attributes to 

pick randomly = default 

value 

100 trees 1000 trees 

Abalone 144 23.9885 23.7252 

Anneal 199.7 95.1002 95.1002 

Audiology 9.4 78.7611 77.4336 

Bridges 13.5 63.2073 63.2075 

Bupa 172.5 71.0145 72.1739 

Cylinder 

bands 

270 82.5926 82.963 

Dermatology 61 95.6284 96.1749 

Hepatitis 77.5 81.9355 83.2258 

Lenses 8 8.3333 12.5 

Post 

operative 

30 62.2222 62.2222 

Spect 133.5 81.2734 81.6479 

Yeast 148.4 61.5903 61.3881 

Zoo 14.4 94.0494 94.0594 

 

On the contrary to table 4-1 and table 4-2, even though the 

size of data set per class is relatively small and class distribution 

INTERNATIONAL JOURNAL OF MATHEMATICAL MODELS AND METHODS IN APPLIED SCIENCES Volume 8, 2014

ISSN: 1998-0140 168



 

 

is relatively unbalanced, some data sets have better accuracy 

when drT is default value as in table 5-1 and table 5-2. So, table 

5-1 and table 5-2 show some exceptional cases compared to 

table 4-1 and table 4-2. Comparing table 4-1 and table 4-2, and 

table 5-1 and table 5-2, the ratio is 13:4, or 76%:24% in 

percentages. 

 

Table 5-1. The random forests that have better accuracy when 

drT is default value, while the size of data set per class is 

relatively small and class distribution is relatively unbalanced  

 

 

Data set  

No. of 

instances 

per class 

Number of attributes to 

pick randomly = 1 

100 trees 1000 trees 

Arrhythnria 28.3 62.1681 60.3982 

glass 30.6 92.9907 93.4579 

Hayes roth 44 79.5455 82.5758 

Vertebral 

column 2C 

155 82.5806 82.2581 

 

Table 5-2. The random forests that have better accuracy when 

drT is default value, while the size of data set per class is 

relatively small and class distribution is relatively unbalanced  

 

 

Data set  

No. of 

instances 

per class 

Number of attributes to 

pick randomly = default 

value 

100 trees 1000 trees 

Arrhythnria 28.3 68.5841 69.0265 

glass 30.6 98.5981 99.0654 

Hayes roth 44 82.5758 83.3333 

Vertebral 

column 2C 

155 83.2258 83.2258 

 

Even though the size of data set per class is relatively small, if 

the class distribution is relatively balanced, then the default 

value in drT generates better random forests. Table 6-1 and 

table 6-2 show the result of the experiment, and no exception 

was found like the cases of table 4-1, table 4-2, table 5-1, and 

table 5-2. So, we can say that we may resort to the default 

parameter value on the number of attributes to pick randomly, if 

the size of data set per class is relatively small and class 

distribution is relatively balanced. 

 

Table 6-1. The random forests that have better accuracy 

when drT is default, while the size of data set per class is 

relatively small and class distribution is relatively balanced  

 

 

Data set  

No. of 

instances 

per class 

Number of attributes to pick 

randomly = 1 

100 trees 1000 trees 

Credit 

screening 

340 85.942 86.5217 

Db world 

bodies 

32 73.4375 78.125 

Iris 50 94.6667 94.0 

Lung 

cancer 

10.7 43.75 37.5 

Teaching 

assistant 

50.3 62.9139 62.9139 

evaluation 

Statlog 

vehicle 

  188 73.9362 74.734 

Sonar 104 85.0962 86.0577 

vowel 90 97.3737 98.2828 

 

Table 6-2. The random forests that have better accuracy 

when drT is default, while the size of data set per class is 

relatively small and class distribution is relatively balanced  

 

 

Data set  

No. of 

instances 

per class 

Number of attributes to 

pick randomly = default 

value 

100 trees 1000 trees 

Credit 

screening 

340 86.8116 86.087 

Db world 

bodies 

32 85.9375 84.375 

Iris 50 95.3333 94.6667 

Lung 

cancer 

10.7 56.25 46.875 

Teaching 

assistant 

evaluation 

50.3 64.9007 65.5629 

Statlog 

vehicle 

  188 75.266 73.9362 

Sonar 104 85.5769 86.5385 

vowel 90 96.9657 97.6768 

 

The following table 7-1 and table 7-2 show the accuracy of 

random forests that have better accuracy when the number of 

instances per class is large, while drT is the default value 

regardless of class distribution. So, we can say that we may 

resort to the default parameter value on drT, if the size of data 

set per class is relatively large. 

 

Table 7-1. The random forests that have better accuracy 

when drT is default value, while the size of data set per class is 

relative large regardless of class distribution  

 

 

Data set  

No. of 

instanc

es per 

class 

Class 

distribution 

Number of attributes 

to pick randomly = 1 

100 trees 1000 

trees 

Car 432 Unbalanced 93.3449 93.8657 

King 

rook vs 

king 

pawn  

1598 Balanced 98.4043 98.592 

Magic4 9510 Unbalanced 88.0074 88.1073 

Nursery 

original 

2592 Unbalanced 97.6775 97.8704 

Ozone 8 

hours 

1267 Unbalanced 93.6859 93.6859 

Internet 

ads 

1639.5 Unbalanced 97.2858 97.3163 

Statlog_l

andsat 

satellite 

1072.5 Unbalanced 91.2821 91.453 
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Statlog 

shuttle 

8285.7 Unbalanced 99.9655 99.969 

 

Table 7-2. The random forests that have better accuracy 

when drT is default value, while the size of data set per class is 

relative large regardless of class distribution  

 

 

Data set  

No. of 

instanc

es per 

class 

Class 

distribution 

Number of attributes 

to pick randomly = 

default value 

100 trees 1000 

trees 

Car 432 Unbalanced 94.6181 94.9653 

King 

rook vs 

king 

pawn  

1598 Balanced 99.3429 99.3429 

Magic4 9510 Unbalanced 88.1388 88.1651 

Nursery 

original 

2592 Unbalanced 99.159 99.3364 

Ozone 8 

hours 

1267 Unbalanced 93.8437 93.7859 

Internet 

ads 

1639.5 Unbalanced 97.5602 97.6517 

Statlog_l

andsat 

satellite 

1072.5 Unbalanced 92.1368 92.1368 

Statlog 

shuttle 

8285.7 Unbalanced 99.9914 99.9931 

 

As a conclusion of the experiments, we may want to 

recommend the number, one, as the value of drT, if the number 

of instances is relatively small and class distribution is 

unbalanced. 

In order to confirm the above assertion further, another 

experiment for the same data sets in table 4-1 and table 4-2 was 

performed based on the parameters of the square root of A, the 

half and default value as the value of drT. The result is 

summarized in table 8-1, table 8-2, and table 8-3 for the 

parameters of the square root of A, the half and default value 

respectively. 

 

Table 8-1. More random forests for the data sets in table 4-1 

and table 4-2 when drT is the square root of A  

 

Data set  

Number of attributes to 

pick randomly: 

the square root of A 

100 trees 1000 trees 

Abalone 23.9885 23.7252 

Anneal 95.1002 95.1002 

Audiology 78.7611 78.7611 

Bridges 63.2073 63.2075 

bupa 71.0145 72.1739 

Cylinder 

bands 

82.5926 82.963 

Dermatology 95.6284 96.1749 

Hepatitis 82.5806 83.871 

Lenses 8.3333 8.3333 

Post 

operative 

62.2222 62.2222 

Spect 81.2734 81.6479 

yeast 61.9272 61.9946 

zoo 95.0495 95.0495 

 

Table 8-2. More random forests for the data sets in table 4 

when drT is the half of default value  

 

Data set  

Number of attributes to 

pick randomly: 

the half of the default 

value 

100 trees 1000 trees 

Abalone 23.9646 23.9885 

Anneal 95.7684 95.657 

Audiology 76.9912 78.7611 

Bridges 64.1509 66.0377 

bupa 71.8841 73.0435 

Cylinder 

bands 

84.0741 84.2593 

Dermatology 96.4481 96.9945 

Hepatitis 83.871 84.5161 

Lenses 8.3333 8.3333 

Post 

operative 

63.3333 63.3333 

Spect 82.0225 81.2734 

yeast 62.4663 63.0054 

zoo 93.0396 96.0396 

 

Table 8-3. More random forests for the data sets in table 4 

when drT is the double of default value  

 

Data set  

Number of attributes to 

pick randomly: 

the double of the default 

value 

100 trees 1000 trees 

Abalone 22.8872 23.5815 

Anneal 94.9889 95.1002 

Audiology 72.5364 73.4513 

Bridges 53.7736 53.7736 

bupa 68.6957 69.8551 

Cylinder 

bands 

77.963 78.8889 

Dermatology 95.9016 96.1749 

Hepatitis 80.6432 81.2903 

Lenses 4.1667 4.1667 

Post 

operative 

60.0 61.1111 

Spect 80.1498 79.4009 

yeast 60.5795 60.8491 

zoo 66.3366 62.3762 

 

As we compare the result of table 4-1, table 4-2, and table 8-1, 

table 8-2, table 8-3, we can find only one exceptional case of 

which the accuracy of 63.0054 (indicated with bold numbers in 

table 8-2), which is the result of data set, yeast. All other cases 

show that drT = 1 is better. 
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All in all, we can assure of our conjecture that we should try 

the alternative parameter of one as the number of attributes to 

pick randomly for better random forests to maximize 

randomness. In other words, if the size of data set per class is 

relatively small and class distribution is relatively unbalanced, 

we had better try the option of one as number of attributes to 

pick randomly to find better random forests. 

IV. CONCLUSIONS 

Decision trees have been being favored by many data mining 

experts. But, because decision tree algorithms split the training 

data set decisively to build a tree, the reliability of each branch 

of the decision trees diminishes unless the terminal nodes of the 

decision tree have some enough number of training instances. 

As a result, the decision tree algorithms drain training instances 

rapidly, so called data fragmentation problem. As a way to 

mitigate the data fragmentation problem, we may resort to the 

ensemble of many somewhat randomly generated decision trees. 

Because the data set is fixed, we cannot use more data for 

training to generate better trees. But, if we use samples that can 

be created with random sampling with replacement called 

bootstrap method, we can have many slightly different training 

data sets. Random forests use the training data sets, and the trees 

in the random forests are generated based on some random 

selection of attributes for each root of in their subtrees. 

Because random forests use many trees in which some trees 

could have higher accuracy than average, random forests are 

known to have higher accuracy than decision trees, and known 

to have accuracy that is comparable to SVM. Moreover, they 

can take advantage of the fast building property of decision trees, 

so they do not require much computing time unless the size of 

data set is very large, even the forests have many trees. Note that 

the training time of SVM is relatively longer than that of random 

forests.  

But, random forests have different accuracy depending on the 

degree of adaptation of randomness in splitting branches of 

decision trees as well as the number of trees in the forests. So, in 

this paper, some extensive experiments for empirical study to 

select the parameter of selecting the number of attributes for 

each decision tree in the forests were investigated based on the 

property of available training data sets. 

As a conclusion of the empirical study, we can say, if the size 

of data set per class is relatively small like being less than 400 

and class distribution is relatively unbalanced like being log10Gb 

– log10Gd > 0.1, the parameter value of one that is smaller than 

the default value can be recommended to generate better 

random forests. 
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