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Abstract—In many real-world optimization problems, a wide range of uncertainties have to be taken into account. Therefore, real-world optimization problems can be regarded as uncertain optimization problems. In uncertain optimization problems, objective function values observed are corrupted by noise. A number of evolutionary algorithms reported to solve uncertain optimization problems use the average of randomly sampled values as an estimate of the true objective function value. In this paper, a predicted upper bound of the noisy objective function’s values is used to evaluate the quality of solutions of uncertain optimization problems. This is because we should prepare for the worst possible pass in real-world optimization problems. In accordance with the new criterion of solutions, uncertain optimization problems are formulated as worst-case value minimization problems in which the predicted upper bound of the noisy objective function’s values is minimized. An extended variant of a recently-developed evolutionary algorithm, namely Differential Evolution (DE), is also proposed to solve the worst-case value minimization problems effectively. In order to allocate the computing budget to promising solutions, the extended DE adopts two pruning techniques, namely prediction interval and cutoff point, which can judge and discard hopeless solutions only by a single sampling.
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I. INTRODUCTION

In many real-world optimization problems, a wide range of uncertainties have to be taken into account. Therefore, they can be regarded as uncertain optimization problems. In uncertain optimization problems, objective function values observed are corrupted by noise. A number of Evolutionary Algorithms (EAs) have been reported to solve uncertain optimization problems [1], [2], [3], [4], [5]. Conventional EAs for uncertain optimization problems use the average of randomly sampled values as an estimate of the true objective function value. However, because noise is inevitable in real-world optimization problems, we should prepare for the worst possible pass in uncertain optimization problems [6], [7].

In this paper, we provide a new class of uncertain optimization problems. First of all, we suppose that the objective function is subject to noise, and the underlying distribution of noise also depends on the decision variables. Therefore, the new class of uncertain optimizations problem can be regarded as a general form of the noisy problem in which the robustness of solutions is required too. We also define a new criterion of solutions based on the statistical estimation of the worst objective function value. In accordance with the new criterion of solutions, we formulate uncertain optimization problems as worst-case value minimization problems in which a predicted upper bound of the noisy objective function’s values is minimized. Multiple sampling is a well-known method to overcome noisy and robust problems [1], [2]. Multiple sampling suggests evaluating the same solution for N times and approximating the true objective function value by averaging. On the other hand, we use the set of randomly sampled N values to predict the worst value of the noisy objective function.

Differential Evolution (DE) [8], [9], [10] is a recently-developed EA. DE is arguably one of the most powerful stochastic real-parameter optimization algorithms in current use. Due to its simple but powerful searching capability, DE has been used successfully in many scientific and engineering applications [11], [12], [13], [14], [15]. As well as other EAs, DE attracts attention as a method not only for deterministic optimization problems, but also for uncertain optimization problems because of its characteristics of

1) direct optimization method that uses only objective function values,
2) stochastic search for global optimization,
3) self-averaging nature of population-based search. Consequently, a number of variants of DE have been reported for conventional uncertain optimization problems as we will mention those variants later [3], [4], [5], [16], [17].

In this paper, an extended DE is proposed for solving new uncertain optimization problems, namely worst-case value minimization problems, in which the predicted worst value of noisy objective function is minimized. The worst value is predicted by multiple sampling that evaluates the same solution N times. In order to allocate the computing budget to promising solutions, the extended DE adopts two pruning techniques, namely prediction interval and cutoff point. Due to the two pruning techniques, the extended DE can judge and discard hopeless solutions only by a single sampling.

The organization of this paper is as follows. After this introduction, Section II attempts to provide an overview of the related work. Conventional uncertain optimization problems are categorized into four classes. Existing approaches to addressing different uncertainties are also presented and discussed. Section III provides the fundamentals of mathematical statistics for deriving the prediction interval of noisy objective function’s value, followed by the formulation of a new class of uncertain optimization problems, namely worst-case value minimization problems. Section IV describes the cardinal DE that can be applied directly to the worst-case value minimization problem too. Section V proposes an extended DE that adopts prediction interval and cutoff point to allocate the computing budget to promising solutions. Through numerical
experiments conducted on various benchmark problems, the performance of the extended DE is demonstrated in Section VI. Finally, concluding remarks are made in Section VII.

II. RELATED WORK

Evolutionary Algorithms (EAs) often used to solve various optimization problems in the presence of a wide range of uncertainties. Generally, uncertain optimization problems can be categorized into the following four classes [2].

- **Noisy problem:** The objective function of the optimization problem is subject to noise. Noise in objective function may come from many different sources such as sensory measurement errors or randomized simulations [1], [3], [4], [5], [18]. Mathematically, a noisy objective function can be described as follows:

\[
F(\vec{x}) = f(\vec{x}) + \varepsilon,
\]

where \(\vec{x} \in \mathbb{R}^D\) is a vector of decision variables that can be changed by the algorithm, \(f(\vec{x}) \in \mathbb{R}\) is a time-invariant objective function, \(\varepsilon\) is additive noise which is often assumed to be normally distributed with zero mean and variance \(\sigma^2\); \(\varepsilon \sim N(0, \sigma^2)\). Therefore, the noisy objective function \(F(\vec{x})\) is also normally distributed with mean \(\mu(\vec{x}) = f(\vec{x})\) and variance \(\sigma^2\) as

\[
F(\vec{x}) \sim N(\mu(\vec{x}), \sigma^2).
\]

Ideally, EAs should work on the expected objective function \(f(\vec{x})\) and not be failed due to the presence of noise. However, during optimization, the only measurable objective function value is stochastic \(F(\vec{x}) = f(\vec{x}) + \varepsilon\). Therefore, in practice, the the expected objective function value \(f(\vec{x})\) is often approximated by an averaged sum of a number of random samples as follows:

\[
F(\vec{x}, N) = \frac{1}{N} \sum_{n=1}^{N} (f(\vec{x}) + \varepsilon_n),
\]

where \(N\) is the number of samples.

- **Robust problem:** The decision variables are subject to perturbations or changes after the optimal solution has been determined. This kind of uncertainties concerns production tolerances and limitations, or actuator imprecision acting directly on the decision variables [19], [29], [21]. A common requirement is that a solution \(\vec{x} \in \mathbb{R}^D\) should still work satisfactorily when the design variables change slightly. Therefore, in this class of uncertain optimization problems, an objective function can be described as

\[
F(\vec{x}) = f(\vec{x} + \vec{\varepsilon}),
\]

where the probability distribution of the possible disturbance \(\vec{\varepsilon} = (\varepsilon_1, \cdots, \varepsilon_D) \in \mathbb{R}^D\) are often assumed to be independent of each other and normally distributed. Because an analytical closed form of the effective objective function in (4) is usually not available, it is often approximated using Monte Carlo integration as

\[
F(\vec{x}, N) = \frac{1}{N} \sum_{n=1}^{N} f(\vec{x} + \vec{\varepsilon}_n).
\]

- **Surrogate problem:** When the objective function is very expensive to evaluate, or an analytical function is not available, objective functions are often approximated based on data generated from experiments or simulations [16], [22]. The approximated objective function is often known as meta-model [23]. A meta-model is usually used together with the original objective function.

- **Dynamic problem:** The objective function is deterministic at any point in time, but is dependent on time. As a consequence, the optimum also changes over time. Thus, optimization algorithm should be able to continuously track the changing optimum rather than requiring a repeated restart of the optimization process [17], [24], [25]. The challenge here is to reuse information from previous environments to speedup optimization after a change.

III. PROBLEM FORMULATION

A number of real-world applications can be formulated as a real-parameter optimization problem. In an orthodox optimization problem, the global optimal solution is a D-dimensional real-parameter vector \(\vec{x} = (x_1, \cdots, x_j, \cdots, x_D) \in \mathbb{R}^D\) that minimizes a deterministic objective function value. However, in many real-world optimization problems, objective function values observed are corrupted by noise. For many real-world optimization problems, we can suppose that the noisy objective function value \(F(\vec{x})\) is distributed normally as

\[
F(\vec{x}) \sim N(\mu(\vec{x}), \sigma(\vec{x})^2),
\]

where both the mean \(\mu(\vec{x})\) and the variance \(\sigma(\vec{x})^2\) of the normal distribution depend on the solution \(\vec{x} \in \mathbb{R}^D\).

In noisy problems, the variance \(\sigma^2\) of noisy objective function values usually takes a constant. Fig. 1 shows an image of the new noisy objective function \(F(\vec{x})\) in (6). As you can see in Fig. 1, not only the mean \(\mu(\vec{x})\) but also the variance \(\sigma^2(\vec{x})\) need to be minimized for improving the quality of solutions \(\vec{x} \in \mathbb{R}^D\). Thus, the definition of \(F(\vec{x})\) in (6) can be regarded as a general form of noisy objective functions in (2).

Now, we think about any solution \(\vec{x} \in \mathbb{R}^D\). A prediction interval for a future observation \(F \in \mathbb{R}\) of \(F(\vec{x})\) is calculated statistically for a given significant level \(\alpha\) as

\[
\mu(\vec{x}) - z_{\alpha/2} \sigma(\vec{x}) \leq F \leq \mu(\vec{x}) + z_{\alpha/2} \sigma(\vec{x}),
\]

where \(z_{\alpha/2}\) is the number of samples.
where \( z_{\alpha/2} \) denotes the \( \alpha/2 \)-quantile of the standard normal distribution \( N(0, 1) \) for which the probability becomes

\[
P \left( -z_{\alpha/2} \leq \frac{F - \mu(\bar{x})}{\sigma(\bar{x})} \leq z_{\alpha/2} \right) = (1 - \alpha).
\] (8)

Therefore, the future observation \( F \) of \( F(\bar{x}) \) falls in the prediction interval in (7) with the probability \((1 - \alpha)\).

Because the mean \( \mu(\bar{x}) \) and the variance \( \sigma(\bar{x})^2 \) are usually unknown in real-world applications, we have to use the sample mean and the sample variance instead of them. First of all, we take a sample set \( \{F_1, \ldots, F_n, \ldots, F_N\} \) of the observed \( F(\bar{x}) \) values. Thereby, the sample mean is calculated as

\[
F(\bar{x}, N) = \frac{1}{N} \sum_{n=1}^{N} F_n,
\] (9)

where \( F(\bar{x}, N) \) is used as estimate for the mean \( \mu(\bar{x}) \).

The sample variance is also calculated as

\[
s(\bar{x}, N)^2 = \frac{1}{N-1} \sum_{n=1}^{N} (F_n - F(\bar{x}, N))^2,
\] (10)

where \( s(\bar{x}, N)^2 \) is used as estimate for the variance \( \sigma(\bar{x})^2 \).

As shown in (6), the underlying distribution is the normal distribution. By using the sample mean and the sample variance instead of the mean and the variance, the normal distribution can be approximated by Student’s t-distribution [26]. We have already obtained the sample set \( \{F_1, \ldots, F_n, \ldots, F_N\} \). Let \( F_{N+1} \) be the \( (N+1) \)-th sample, or the future observation of \( F(\bar{x}) \). Then, the following ancillary statistic yields Student’s t-distribution with \( N-1 \) degrees of freedom:

\[
\frac{F_{N+1} - F(\bar{x}, N)}{s(\bar{x}, N) \sqrt{1 + \frac{1}{N}}} \sim T(N-1).
\] (11)

In the same way with (7), the prediction interval in which \( F_{N+1} \) will fall can be derived from (11) as follows [27]:

\[
L(\bar{x}, N) \leq F_{N+1} \leq U(\bar{x}, N),
\] (12)

\[
\begin{align*}
L(\bar{x}, N) &= F(\bar{x}, N) - \beta s(\bar{x}, N), \\
U(\bar{x}, N) &= F(\bar{x}, N) + \beta s(\bar{x}, N),
\end{align*}
\] (13)

\[
\beta = t(N-1, \alpha/2) \sqrt{1 + \frac{1}{N}},
\] (14)

where \( t(N-1, \alpha/2) \) denotes the \( \alpha/2 \)-quantile of the Student’s t-distribution with \( N-1 \) degrees of freedom, which is derived from the significant level \( \alpha \) and the number of samples \( N \).

The probability of \( F_{N+1} \) falling in the prediction interval described in (12) is \((1 - \alpha)\). For example, if we want to calculate the 95% prediction interval for the future observation \( F_{N+1} \), we choose the significant level as \( \alpha = 0.05 \) in (14).

In conventional noisy or robust problems [1], [2], the sample mean \( F(\bar{x}, N) \) in (9) is minimized for the optimal solution \( \bar{x} \in \mathbb{R}^D \). However, we consider the worst possible value of \( F(\bar{x}) \) caused by \( \bar{x} \in \mathbb{R}^D \) because noise is inevitable in real-world optimization problems. Therefore, we seek a solution \( \bar{x} \in \mathbb{R}^D \) that minimizes the upper bound \( U(\bar{x}, N) \) of the prediction interval in (12). Besides, we suppose that each of the decision variables \( x_j \in \mathbb{R} \) is limited to the range between the lower \( \underline{x}_j \) and the upper \( \bar{x}_j \) bounds. Thereby, the worst-case value minimization problem is formulated as

\[
\begin{align*}
\text{minimize} & \quad U(\bar{x}, N), \\
\text{subject to} & \quad \underline{x}_j \leq x_j \leq \bar{x}_j, \quad j = 1, \ldots, D, \\
& \quad \text{where to calculate the upper bound} \quad U(\bar{x}, N), \text{a significant level} \ \alpha \ \text{and the number of samples} \ N \ \text{are given in advance.}
\end{align*}
\] (15)

IV. DIFFERENTIAL EVOLUTION (DE)

DE can be applied directly to the optimization problem in (15). Like other EAs, DE holds \( N_p \) tentative solutions of the optimization problem, which are referred to as individuals, in the population \( P \). The \( i \)-th individual \( \bar{x}_i \in \mathbb{P} \) is represented by a vector of decision variables \( x_{ji} \in \mathbb{R} \) as follows:

\[
\bar{x}_i = (x_{1i}, \ldots, x_{ji}, \ldots, x_{Di}),
\] (16)

where \( x_{ji} \leq x_{ji} \leq \bar{x}_j, \quad j = 1, \ldots, D, \text{and} \ i = 1, \ldots, N_p.
\]

Let \( \text{rand}_d[0, 1] \) be the random number generator that returns a uniformly distributed random number in the range \([0, 1]\). Thereby, an initial population \( \bar{x}_i \in \mathbb{P} \) is generated randomly within the range \([\underline{x}_j, \bar{x}_j] \)

\[
x_{ji} = \text{rand}_d[0, 1] (\bar{x}_j - \underline{x}_j) + \underline{x}_j,
\] (17)

where \( j = 1, \ldots, D \) and \( i = 1, \ldots, N_p \).

In order to generate a candidate for a new individual of the population \( P \), DE uses a unique strategy. The strategy of DE is defined by a series of three genetic operators, namely reproduction selection, differential mutation, and crossover [8]. Even though various strategies have been proposed [10], a basic strategy named “DE/rand/1/exp” is used.

First of all, each individual \( \bar{x}_i \in \mathbb{P} \) is assigned to the “target vector” in turn. Except for the target vector, three other distinct individuals, say \( \bar{x}_{r1}, \bar{x}_{r2}, \text{and} \ \bar{x}_{r3} \in \mathbb{P} \) \((i \neq r1 \neq r2 \neq r3)\), are selected randomly from the population \( P \). By using the above three individuals, the differential mutation generates a new vector \( \tilde{v} \in \mathbb{R}^D \) called the “mutated vector” as

\[
\tilde{v} = \bar{x}_{r1} + S_F (\bar{x}_{r2} - \bar{x}_{r3}),
\] (18)

where the scale factor \( S_F \in \mathbb{R} \) is a control parameter.

In the basic strategy of DE, exponential crossover between the mutated vector \( \tilde{v} \) and the target vector \( \bar{x}_i \) generates a candidate for an individual \( \bar{v} \in \mathbb{R}^D \) called the “trial vector”. Each component \( u_j \) of the trial vector \( \bar{v} \in \mathbb{R}^D \) is inherited from either the mutated vector \( \tilde{v} \) or the target vector \( \bar{x}_i \).

Algorithm 1 provides the pseudo-code describing the procedure of the basic strategy of DE, i.e., “DE/rand/1/exp”. The subscript \( j_r \in [1, D] \) at the 1st line is selected randomly, which ensures that \( \bar{v} \) differs from the existing \( \bar{x}_i \in \mathbb{P} \) for at least one component \( u_j \in \mathbb{R} \). In lines 2-5 of the pseudo-code, some elements of the trial vector \( \bar{v} \) is generated by the differential mutation as shown in (18). The crossover rate \( C_R \in [0, 1] \) at the 6th line is also a control parameter. In lines 6-8 of the pseudo-code, the other elements of the trial vector \( \bar{v} \) is inherited from the target vector \( \bar{x}_i \in \mathbb{P} \). Finally, if a component \( u_j \) of the trial vector \( \bar{v} \) is made out of the range \([\underline{x}_j, \bar{x}_j] \), it will be returned to the range in lines 10-17.
Algorithm 1: Strategy (DE/rand/1/bin)
1: \( j := j_r; \)
2: repeat
3: \( u_j := x_{j,r1} + S_F (x_{j,r2} - x_{j,r3}); \)
4: \( j := (j \mod D) + 1; \)
5: until rand\(_j\)[0,1] < \( C_R \) \( \land j \neq j_r; \)
6: while \( j \neq j_f \) do
7: \( u_j := x_{j,r3}; \)
8: \( j := (j \mod D) + 1; \)
9: end while
10: for \( j := 1 \) to \( D \) do
11: if \( u_j < \overrightarrow{u} \) then
12: \( u_j := x_{j,r1} + \text{rand}_j[0,1] (\overrightarrow{x}_j - x_{j,r1}); \)
13: end if
14: if \( u_j > \overrightarrow{u} \) then
15: \( u_j := x_{j,r1} + \text{rand}_j[0,1] (\overrightarrow{x}_j - x_{j,r1}); \)
16: end if
17: end for

Algorithm 2: Differential Evolution (DE)
1: for \( i := 1 \) to \( N_P \) do
2: \( \overrightarrow{x}_i := \text{RANDOMLY\_GENERATE}(); \)
3: \( U(\overrightarrow{x}_i, N) := \text{EVALUATE\_N\_TIME}(\overrightarrow{x}_i); \)
4: end for
5: repeat
6: for \( i := 1 \) to \( N_P \) do
7: \( \overrightarrow{u} := \text{STRATEGY}(\overrightarrow{x}_i, \overrightarrow{x}_{r1}, \overrightarrow{x}_{r2}, \overrightarrow{x}_{r3} \in \mathbf{P}); \)
8: \( U(\overrightarrow{u}, N) := \text{EVALUATE\_N\_TIME}(\overrightarrow{u}); \)
9: if \( U(\overrightarrow{u}, N) \leq U(\overrightarrow{x}_i, N) \) then
10: \( \overrightarrow{x}_i := \overrightarrow{u}; \)
11: \( U(\overrightarrow{x}_i, N) := U(\overrightarrow{u}, N); \)
12: end if
13: end for
14: until a termination condition is satisfied;
15: Output \( \overrightarrow{x}_b \in \mathbf{P} \) with the minimum \( U(\overrightarrow{x}_b, N); \)

Algorithm 2 provides the pseudo-code of the cardinal DE applied directly to the worst-case value minimization problem in (15). First of all, in lines 1-4 of the pseudo-code, an initial population \( \overrightarrow{x}_1 \in \mathbf{P} \) \((i = 1, \ldots, N_P)\) is generated randomly as shown in (17). Besides, the value of \( U(\overrightarrow{x}_i, N) \) is evaluated for each \( \overrightarrow{x}_i \in \mathbf{P} \) by taking \( N \) samples of \( F(\overrightarrow{x}_i) \) values.

By using the strategy shown in Algorithm 1, the trial vector \( \overrightarrow{u} \) is generated in the 7th line. DE evaluates all individuals based on the upper bound of the prediction interval. Therefore, to calculate the value of \( U(\overrightarrow{u}, N) \) for \( \overrightarrow{u} \) in the 8th line, the noisy function \( F(\overrightarrow{u}) \) has to be evaluated for \( N \) times.

The newborn trial vector \( \overrightarrow{u} \) is compared to the existing target vector \( \overrightarrow{x}_i \in \mathbf{P} \) in the 9th line. If \( \overrightarrow{u} \) is not worse than \( \overrightarrow{x}_i \), replace \( \overrightarrow{x}_i \) with \( \overrightarrow{u} \) in lines 10-11. Otherwise, the trial vector \( \overrightarrow{u} \) is discarded. Consequently, the excellent trial vector \( \overrightarrow{u} \) can be used soon to generate offspring.

The procedure in lines 5-14 is repeated until a termination condition is satisfied. As the termination condition, the total number of noisy function’s observations is usually used. Finally, the individual \( \overrightarrow{x}_b \in \mathbf{P} \) with the minimum \( U(\overrightarrow{x}_b, N) \) value is obtained as the best solution for the worst-case value minimization problem in the 15th line of Algorithm 2.

V. Extended Variants of DE

Since multiple sampling of noisy function values could be very expensive in most of the applications, it is desired to reduce the number of samples. In order to obtain solutions for worst-case value minimization problems effectively, we propose an extended DE. First of all, in order to explain the principal techniques used by the extended DE, namely prediction interval and cutoff point, we present two immature versions. After that, we describe a complete version.

A. DE with Prediction (DE-P)

The first extended DE is called DE with Prediction (DE-P). DE-P uses the prediction interval in (12) to skip the multiple sampling for the trial vector \( \overrightarrow{u} \). As well as DE, DE-P generates a new trial vector \( \overrightarrow{u} \) by the strategy. However, DE-P evaluates \( F(\overrightarrow{u}, 1) \) instead of \( U(\overrightarrow{u}, N) \) for \( \overrightarrow{u} \). From (9), \( F(\overrightarrow{u}, 1) \) denotes a single sample value of the noisy function \( F(\overrightarrow{u}) \). Then DE-P compares the trial vector \( \overrightarrow{u} \) with the target vector \( \overrightarrow{x}_i \). If the value of \( F(\overrightarrow{u}, 1) \) doesn’t fall in the prediction interval made from \( \overrightarrow{x}_i, \overrightarrow{u} \) must be different from \( \overrightarrow{x}_i \) in short odds. Besides, if \( F(\overrightarrow{u}, 1) > U(\overrightarrow{x}_i, N) \) holds, \( \overrightarrow{u} \) is inferior to \( \overrightarrow{x}_i \). Therefore, DE-P can omit to evaluate the value of \( U(\overrightarrow{u}, N) \).

Algorithm 3 provides the pseudo-code of DE-P. First of all, in lines 1-4 of the pseudo-code, an initial population \( \overrightarrow{x}_i \in \mathbf{P} \) is generated randomly and evaluated in the same way with DE. By using the strategy shown in Algorithm 1, the trial vector \( \overrightarrow{u} \) is generated in the 7th line. The value of \( F(\overrightarrow{u}, 1) \) is evaluated only by a single sample of the noisy function in the 8th line. If \( F(\overrightarrow{u}, 1) \leq U(\overrightarrow{x}_i, N) \) holds in the 9th line, the value of \( U(\overrightarrow{u}, N) \) is evaluated for \( \overrightarrow{u} \) by taking \( N \) samples of \( F(\overrightarrow{u}) \) in the 10th line. After that, the trial vector \( \overrightarrow{u} \) is compared to the target vector \( \overrightarrow{x}_i \in \mathbf{P} \) in the same way with DE.

Algorithm 3: DE with Prediction (DE-P)
1: \( i := 1 \) to \( N_P \) do
2: \( \overrightarrow{x}_i := \text{RANDOMLY\_GENERATE}(); \)
3: \( U(\overrightarrow{x}_i, N) := \text{EVALUATE\_N\_TIME}(\overrightarrow{x}_i); \)
4: end for
5: repeat
6: for \( i := 1 \) to \( N_P \) do
7: \( \overrightarrow{u} := \text{STRATEGY}(\overrightarrow{x}_i, \overrightarrow{x}_{r1}, \overrightarrow{x}_{r2}, \overrightarrow{x}_{r3} \in \mathbf{P}); \)
8: \( F(\overrightarrow{u}, 1) := \text{EVALUATE\_ONE\_TIME}(\overrightarrow{u}); \)
9: if \( F(\overrightarrow{u}, 1) \leq U(\overrightarrow{x}_i, N) \) then
10: \( \overrightarrow{x}_i := \overrightarrow{u}; \)
11: \( U(\overrightarrow{x}_i, N) := U(\overrightarrow{u}, N); \)
12: end if
13: end for
14: until a termination condition is satisfied;
15: Output \( \overrightarrow{x}_b \in \mathbf{P} \) with the minimum \( U(\overrightarrow{x}_b, N); \)
Algorithm 4: DE with Cutoff (DE-C)

1. for $i := 1$ to $N_P$ do
2. \hspace{0.5cm} $\vec{x}_i := \text{RANDOMLY\_GENERATE}()$;
3. \hspace{0.5cm} $F(\vec{x}_i, 1) := \text{EVALUATE\_ONE\_TIME}(\vec{x}_i)$;
4. \hspace{0.5cm} if $F(\vec{u}, 1) \leq \gamma$ then
5. \hspace{1cm} $U(\vec{x}_i, N) := \text{EVALUATE\_N\_TIME}(\vec{x}_i)$;
6. \hspace{0.5cm} else
7. \hspace{1cm} $U(\vec{x}_i, N) := \infty$;
8. \hspace{0.5cm} end if
9. \hspace{0.5cm} end if
10. \hspace{0.5cm} end for
11. repeat
12. \hspace{0.5cm} for $i := 1$ to $N_P$ do
13. \hspace{1cm} $\vec{u} := \text{STRATEGY}(\vec{x}_i, \vec{x}_{r1}, \vec{x}_{r2}, \vec{x}_{r3} \in \mathbf{P})$;
14. \hspace{1cm} $F(\vec{u}, 1) := \text{EVALUATE\_ONE\_TIME}(\vec{u})$;
15. \hspace{1cm} if $F(\vec{u}, 1) \leq \gamma$ then
16. \hspace{2cm} $U(\vec{u}, N) := \text{EVALUATE\_N\_TIME}(\vec{u})$;
17. \hspace{2cm} if $U(\vec{u}, N) \leq U(\vec{x}_i, N)$ then
18. \hspace{3cm} $\vec{x}_i := \vec{u}$;
19. \hspace{3cm} $F(\vec{x}_i, 1) := F(\vec{u}, 1)$;
20. \hspace{3cm} $U(\vec{x}_i, N) := U(\vec{u}, N)$;
21. \hspace{2cm} end if
22. \hspace{1cm} end if
23. \hspace{1cm} else
24. \hspace{2cm} if $F(\vec{u}, 1) \leq F(\vec{x}_i, 1)$ then
25. \hspace{3cm} $\vec{x}_i := \vec{u}$;
26. \hspace{3cm} $F(\vec{x}_i, 1) := F(\vec{u}, 1)$;
27. \hspace{3cm} $U(\vec{x}_i, N) := \infty$;
28. \hspace{2cm} end if
29. \hspace{1cm} end if
30. \hspace{0.5cm} end for
31. until a termination condition is satisfied;
32. Output $\vec{x}_b \in \mathbf{P}$ with the minimum $U(\vec{x}_b, N)$;

B. DE with Cutoff (DE-C)

The second extended DE is called DE with Cutoff (DE-C). DE-C uses a new control parameter called cutoff point $\gamma \in \mathbb{R}$ ($\gamma > 0$) to skip the multiple sampling for many individuals. Fundamentally, DE-C uses a single sample value $F(\vec{x}_i, 1)$ for handling every individual $\vec{x}_i \in \mathbf{P}$. Besides, if some excellent individuals $\vec{x}_i$ satisfy the condition $F(\vec{x}_i, 1) \leq \gamma$, DE-C evaluates the values of $U(\vec{x}_i, N)$ for them.

Algorithm 4 provides the pseudo-code of DE-C. In lines 1-9 of the pseudo-code, an initial population $\vec{x}_i \in \mathbf{P}$ is generated randomly. Then the values of $U(\vec{x}_i, N)$ are evaluated only for the superior ones $\vec{x}_i \in \mathbf{P}$ that satisfy the condition $F(\vec{x}_i, 1) \leq \gamma$. For the other ones $\vec{x}_i \in \mathbf{P}$, $U(\vec{x}_i, N)$ are initialized to infinity ($\infty$). By using the strategy, the trial vector $\vec{u}$ is generated in the 12th line. The value of $F(\vec{u}, 1)$ is obtained only by a single sample of the noisy function $F(\vec{u})$ in the 13th line. If $F(\vec{u}, 1) \leq \gamma$ holds in the 14th line, $U(\vec{u}, N)$ is evaluated for $\vec{u}$ by taking $N$ samples of $F(\vec{u})$ in the 15th line. After that, the trial vector $\vec{u}$ is compared to the target vector $\vec{x}_i \in \mathbf{P}$ in the same way with DE. On the other hand, if $F(\vec{u}, 1) > \gamma$ holds in the 14th line, the trial vector $\vec{u}$ is compared to the target vector $\vec{x}_i \in \mathbf{P}$ in lines 22-26. The inferior trial vector $\vec{u}$ has a chance to survive if it can beat the target vector $\vec{x}_i \in \mathbf{P}$ such as $F(\vec{u}, 1) \leq F(\vec{x}_i, 1)$.

Algorithm 5: DE with Prediction & Cutoff (DE-PC)

1. for $i := 1$ to $N_P$ do
2. \hspace{0.5cm} $\vec{x}_i := \text{RANDOMLY\_GENERATE}()$;
3. \hspace{0.5cm} $F(\vec{x}_i, 1) := \text{EVALUATE\_ONE\_TIME}(\vec{x}_i)$;
4. \hspace{0.5cm} if $F(\vec{u}, 1) \leq \gamma$ then
5. \hspace{1cm} $U(\vec{x}_i, N) := \text{EVALUATE\_N\_TIME}(\vec{x}_i)$;
6. \hspace{0.5cm} else
7. \hspace{1cm} $U(\vec{x}_i, N) := \infty$;
8. \hspace{1cm} end if
9. \hspace{0.5cm} end if
10. \hspace{0.5cm} end for
11. repeat
12. \hspace{0.5cm} for $i := 1$ to $N_P$ do
13. \hspace{1cm} $\vec{u} := \text{STRATEGY}(\vec{x}_i, \vec{x}_{r1}, \vec{x}_{r2}, \vec{x}_{r3} \in \mathbf{P})$;
14. \hspace{1cm} $F(\vec{u}, 1) := \text{EVALUATE\_ONE\_TIME}(\vec{u})$;
15. \hspace{1cm} if $F(\vec{u}, 1) \leq \gamma$ then
16. \hspace{2cm} $F(\vec{u}, 1) \leq U(\vec{x}_i, N)$ then
17. \hspace{3cm} $U(\vec{u}, N) := \text{EVALUATE\_N\_TIME}(\vec{u})$;
18. \hspace{3cm} if $U(\vec{u}, N) \leq U(\vec{x}_i, N)$ then
19. \hspace{4cm} $\vec{x}_i := \vec{u}$;
20. \hspace{4cm} $F(\vec{x}_i, 1) := F(\vec{u}, 1)$;
21. \hspace{4cm} $U(\vec{x}_i, N) := U(\vec{u}, N)$;
22. \hspace{3cm} end if
23. \hspace{2cm} end if
24. \hspace{2cm} else
25. \hspace{3cm} if $F(\vec{u}, 1) \leq F(\vec{x}_i, 1)$ then
26. \hspace{4cm} $\vec{x}_i := \vec{u}$;
27. \hspace{4cm} $F(\vec{x}_i, 1) := F(\vec{u}, 1)$;
28. \hspace{4cm} $U(\vec{x}_i, N) := \infty$;
29. \hspace{3cm} end if
30. \hspace{2cm} end if
31. \hspace{0.5cm} end if
32. \hspace{0.5cm} end for
33. until a termination condition is satisfied;
34. Output $\vec{x}_b \in \mathbf{P}$ with the minimum $U(\vec{x}_b, N)$;

C. DE with Prediction & Cutoff (DE-PC)

The third extended DE is called DE with Prediction & Cutoff (DE-PC). DE-PC is the complete version of the extended DE proposed in this paper. DE-PC is a good combination between DE-P and DE-C. Therefore, as well as DE-C, the proposed DE-PC also uses the cutoff point $\gamma \in \mathbb{R}$ ($\gamma > 0$) to skip the multiple sampling for many individuals. DE-PC evaluates the values of $U(\vec{x}_i, N)$ only for the excellent ones $\vec{x}_i \in \mathbf{P}$ that satisfy $F(\vec{x}_i, 1) \leq \gamma$. DE-PC is almost the same as DE-C. However, DE-PC differs from DE-C in the way to evaluate the trial vector $\vec{u}$. For evaluating $U(\vec{u}, N)$, DE-PC demands the trial vector $\vec{u}$ to satisfy both of the two conditions, namely $F(\vec{u}, 1) \leq \gamma$ and $F(\vec{u}, 1) \leq U(\vec{x}_i, N)$.

Algorithm 5 gives the pseudo-code of DE-PC. First of all, in lines 1-9 of the pseudo-code, an initial population $\vec{x}_i \in \mathbf{P}$ is generated randomly and evaluated in the same way with DE-C. By using the strategy shown in Algorithm 1, the trial vector $\vec{u}$ is generated in the 12th line. The value of $F(\vec{u}, 1)$ is obtained only by a single sample of the noisy function $F(\vec{u})$ in the 13th line. If $F(\vec{u}, 1) \leq \gamma$ holds in the 14th line, the trial vector $\vec{u}$ is compared to the target vector $\vec{x}_i \in \mathbf{P}$ in lines 22-26. The inferior trial vector $\vec{u}$ has a chance to survive if it can beat the target vector $\vec{x}_i \in \mathbf{P}$ in the same way with DE-P. Therefore, as stated above, the trial
vector $\vec{u}$ has to satisfy two conditions, namely $F(\vec{u}, 1) \leq \gamma$ and $F(\vec{u}, 1) \leq U(\vec{x}_i, N)$, before $U(\vec{u}, N)$ is evaluated for $\vec{u}$. On the other hand, if $F(\vec{u}, 1) > \gamma$ holds in the 14th line, the trial vector $\vec{u}$ is compared to the target vector $\vec{x}_t \in \mathbf{P}$ in lines 24-28. As well as PD-C, the inferior trial vector $\vec{u}$ still has the chance to survive if $F(\vec{u}, 1) \leq F(\vec{x}_t, 1)$ holds.

The procedure in lines 10-31 of the pseudo-code of DE-PC is repeated until a termination condition is satisfied. Finally, the individual $\vec{x}_b \in \mathbf{P}$ with the minimum $U(\vec{x}_b, N)$ value is obtained as the best solution for the worst-case value minimization problem in the bottom line of Algorithm 5.

VI. NUMERICAL EXPERIMENTS

A. Benchmark Problems

By using deterministic functions $f_p(\vec{z})$ and $g(\vec{z})$, an instance of noisy objective function $F(\vec{z})$ in (6) is defined as

$$F_p(\vec{z}) = f_p(\vec{z}) + \kappa g(\vec{z}) \varepsilon,$$

(19)

where $\kappa (\kappa > 0)$ is a gain factor and additive noise $\varepsilon$ is normally distributed such as $\varepsilon \sim N(0, 1)$.

For the first deterministic function $f_p(\vec{z})$ in (19), we employ the well-known test functions shown in Appendixes A and B [9]. Appendix A provides four uni-modal test functions: $f_p$ ($p = 1, \ldots, 4$). On the other hand, Appendix B provides four multi-modal test functions: $f_p$ ($p = 5, \ldots, 8$).

The second deterministic function $g(\vec{z})$ in (19) is given as

$$g(\vec{z}) = \frac{1}{D} \sum_{j=1}^{D} \sin \left( \pi \frac{x_j - z_j}{\frac{\pi}{2}} \right).$$

(20)

From (20), $g(\vec{z})$ is an uni-modal function such as

$$g(\vec{z}) = \begin{cases} 0, & \text{if } \forall j : x_j = z_j, \\ 1, & \text{if } \forall j : x_j = \left( \frac{\pi}{2} + x_j \right)/2, \\ 1, & \text{if } \forall j : x_j = \frac{\pi}{2}, \\ 1, & \text{if } \forall j : x_j = \frac{\pi}{2}, \end{cases}$$

(21)

Consequently, the noisy objective function $F_p(\vec{z})$ defined by (19) is also distributed normally as follows:

$$F_p(\vec{z}) \sim N(f_p(\vec{z}), \kappa^2 g(\vec{z})^2),$$

(22)

where both the mean $f_p(\vec{z})$ and the variance $\kappa^2 g(\vec{z})^2$ of the normal distribution depend on the solution $\vec{z} \in \mathbb{R}^D$.

For calculating the objective function $U_p(\vec{z}, N)$ of the worst-case value minimization problem defined in (15) from the observed values $F_n$ ($n = 1, \ldots, N$) of $F_p(\vec{z})$, the significant level $\alpha$ and the number of samples $N$ in (14) are chosen, respectively, as $\alpha = 0.05$ and $N = 30$. Besides, the dimension of the solution $\vec{z} \in \mathbb{R}^D$ is chosen as $D = 20$.

B. Experimental Setup

The control parameters of all algorithms, namely DE, DE-P, DE-C, and DE-PC, are chosen as $S_F = 0.5$, $C_R = 0.9$, and $N_P = 100, 200$. A cutoff point $\gamma = 50$ is chosen for DE-C and DE-PC. As the termination condition, the total number of noisy function’s observations is limited to $3 \times 10^5$. Thereby, all the algorithms are applied, respectively, to each of benchmark problems 30 times. Incidentally, all algorithms are coded by Java and executed on a personal computer (CPU: Intel Core™i7@3.33(GHz); OS: Microsoft Windows 7).

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>DE</th>
<th>DE-P</th>
<th>DE-C</th>
<th>DE-PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>374.718</td>
<td>3.709</td>
<td>3.198</td>
<td>2.780</td>
</tr>
<tr>
<td>2.0</td>
<td>308.217</td>
<td>7.043</td>
<td>3.651</td>
<td>5.659</td>
</tr>
<tr>
<td>4.0</td>
<td>395.455</td>
<td>11.595</td>
<td>11.504</td>
<td>11.219</td>
</tr>
<tr>
<td>5.0</td>
<td>376.844</td>
<td>3.474</td>
<td>5.368</td>
<td>5.965</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>DE</th>
<th>DE-P</th>
<th>DE-C</th>
<th>DE-PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>54.291</td>
<td>3.281</td>
<td>2.994</td>
<td>2.661</td>
</tr>
<tr>
<td>2.0</td>
<td>55.895</td>
<td>6.183</td>
<td>5.681</td>
<td>5.259</td>
</tr>
<tr>
<td>4.0</td>
<td>58.964</td>
<td>12.058</td>
<td>10.775</td>
<td>10.617</td>
</tr>
<tr>
<td>5.0</td>
<td>42.614</td>
<td>4.256</td>
<td>4.994</td>
<td>5.887</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>DE</th>
<th>DE-P</th>
<th>DE-C</th>
<th>DE-PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>75.996</td>
<td>19.289</td>
<td>18.971</td>
<td>18.237</td>
</tr>
<tr>
<td>2.0</td>
<td>77.009</td>
<td>22.573</td>
<td>22.311</td>
<td>21.363</td>
</tr>
<tr>
<td>4.0</td>
<td>81.377</td>
<td>28.925</td>
<td>26.083</td>
<td>27.608</td>
</tr>
<tr>
<td>5.0</td>
<td>80.937</td>
<td>12.193</td>
<td>11.990</td>
<td>10.961</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>DE</th>
<th>DE-P</th>
<th>DE-C</th>
<th>DE-PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>3900.078</td>
<td>4.203</td>
<td>6.556</td>
<td>3.221</td>
</tr>
<tr>
<td>2.0</td>
<td>3472.947</td>
<td>8.183</td>
<td>8.907</td>
<td>6.128</td>
</tr>
<tr>
<td>4.0</td>
<td>3340.471</td>
<td>15.096</td>
<td>14.304</td>
<td>11.723</td>
</tr>
<tr>
<td>5.0</td>
<td>3255.004</td>
<td>16.906</td>
<td>21.157</td>
<td>4.280</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>DE</th>
<th>DE-P</th>
<th>DE-C</th>
<th>DE-PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>19.811</td>
<td>17.787</td>
<td>19.811</td>
<td>17.877</td>
</tr>
<tr>
<td>2.0</td>
<td>23.068</td>
<td>22.844</td>
<td>23.068</td>
<td>22.844</td>
</tr>
<tr>
<td>4.0</td>
<td>23.277</td>
<td>23.104</td>
<td>23.104</td>
<td>23.104</td>
</tr>
<tr>
<td>5.0</td>
<td>19.937</td>
<td>20.077</td>
<td>19.937</td>
<td>20.077</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>DE</th>
<th>DE-P</th>
<th>DE-C</th>
<th>DE-PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>7.304</td>
<td>3.847</td>
<td>3.986</td>
<td>3.815</td>
</tr>
<tr>
<td>2.0</td>
<td>9.740</td>
<td>6.666</td>
<td>6.858</td>
<td>6.559</td>
</tr>
<tr>
<td>4.0</td>
<td>15.757</td>
<td>12.447</td>
<td>12.819</td>
<td>11.630</td>
</tr>
<tr>
<td>5.0</td>
<td>15.782</td>
<td>4.071</td>
<td>4.267</td>
<td>4.580</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>DE</th>
<th>DE-P</th>
<th>DE-C</th>
<th>DE-PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>126.949</td>
<td>14.225</td>
<td>16.302</td>
<td>5.213</td>
</tr>
<tr>
<td>2.0</td>
<td>129.076</td>
<td>22.145</td>
<td>20.333</td>
<td>11.499</td>
</tr>
<tr>
<td>4.0</td>
<td>131.946</td>
<td>35.800</td>
<td>29.739</td>
<td>22.589</td>
</tr>
<tr>
<td>5.0</td>
<td>116.572</td>
<td>19.999</td>
<td>13.030</td>
<td>6.033</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>DE</th>
<th>DE-P</th>
<th>DE-C</th>
<th>DE-PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>7.261</td>
<td>5.555</td>
<td>7.261</td>
<td>5.555</td>
</tr>
<tr>
<td>2.0</td>
<td>10.903</td>
<td>9.409</td>
<td>10.903</td>
<td>9.409</td>
</tr>
<tr>
<td>4.0</td>
<td>17.316</td>
<td>15.791</td>
<td>17.316</td>
<td>15.791</td>
</tr>
<tr>
<td>5.0</td>
<td>1.520</td>
<td>0.544</td>
<td>1.520</td>
<td>0.544</td>
</tr>
</tbody>
</table>
C. Results

Table I shows the results of experiments conducted on the benchmark problems from test functions $f_p$ ($p = 1, \cdots, 8$). The population size is chosen as $N_p = 100$ for all algorithms, namely DE, DE-P, DE-C, and DE-PC. Table I describes the upper ($U$) and the lower ($L$) bounds in (12) calculated from the best solution $\vec{x}_b \in \mathbb{P}$ obtained by respective algorithms. The results in Table I are averaged over 30 independent runs per the function $f_p$ and per the gain factor $\kappa$ used in (19). Besides, the best result in each case is described in bold.

From Table I, the smallest upper bound is obtained by the proposed DE-PC in every case. On the other hand, the largest upper bound is provided by DE in every case. The effect of prediction interval can be confirmed by comparison of DE and DE-P. The effect of cutoff point can be also confirmed by comparison of DE and DE-C. Furthermore, the great effect of the combination between the prediction interval and the cutoff point can be confirmed by the excellent performance of DE-PC. From Table I, the cutoff point seems to be more effective than the prediction interval for uni-modal test functions except one test function: $f_4$. On the other hand, the prediction interval seems to be more effective than the cutoff point for multi-modal test functions except one test function: $f_7$.

Table II shows the results of experiments conducted on the benchmark problems from test functions $f_p$ ($p = 1, \cdots, 8$) too. The population size is chosen as $N_p = 200$ for all algorithms. Table II describes the upper ($U$) and the lower ($L$) bounds calculated from the best solution obtained by respective algorithms in the same way with Table I. The results shown in Table I and Table II resemble each other. The smallest upper bound is obtained by the proposed DE-PC in every case. The largest upper bound is also provided by DE in every case. The effect of prediction interval can be confirmed by comparison of DE and DE-P. The effect of cutoff point can be also confirmed by comparison of DE and DE-C. From Table II, the cutoff point is more effective than the prediction interval for all uni-modal test functions: $f_p$ ($p = 1, \cdots, 4$). However, the prediction interval is also effective for many multi-modal test functions except one test function: $f_7$.

Fig. 2 shows some examples of the convergence of the upper bound $U(\vec{x}_b, N)$ achieved by the best solution $\vec{x}_b \in \mathbb{P}$ in the population for different algorithms and for benchmark problems in which the gain factor $\kappa = 1.0$ is used. The population size is chosen as $N_p = 100$ for all algorithms. The vertical axis in Fig. 2 denotes the value of $U(\vec{x}_b, N)$, while the horizontal axis denotes the number of noisy function’s observations. The values plotted in Fig. 2 are averaged over 30 independent runs. Fig. 3 also shows some examples of the upper bound $U(\vec{x}_b, N)$ achieved by the best solution $\vec{x}_b \in \mathbb{P}$ in the population in the same way with Fig. 2, where the population size is chosen as $N_p = 200$ for all algorithms.

From Fig. 2 and Fig. 3, the effectiveness of the proposed two techniques can be confirmed in uni-modal functions: $f_1$, $f_2$, $f_3$, and $f_4$. The best solution obtained by DE-C converges quickly in the early stage of the search. Therefore, the cut-off point is very effective to accelerate the extended DE. However, the cut-off point becomes ineffective in the middle of the

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
<th>$f_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$</td>
<td>1.74</td>
<td>2.18</td>
<td>1.84</td>
<td>2.34</td>
</tr>
<tr>
<td>$L$</td>
<td>1.84</td>
<td>2.18</td>
<td>1.84</td>
<td>2.34</td>
</tr>
</tbody>
</table>

(b) Schwefel’s Ridge function: $f_6$

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
<th>$f_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$</td>
<td>1.84</td>
<td>2.18</td>
<td>1.84</td>
<td>2.34</td>
</tr>
<tr>
<td>$L$</td>
<td>1.84</td>
<td>2.18</td>
<td>1.84</td>
<td>2.34</td>
</tr>
</tbody>
</table>

(c) Ackley function: $f_6$

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
<th>$f_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$</td>
<td>1.84</td>
<td>2.18</td>
<td>1.84</td>
<td>2.34</td>
</tr>
<tr>
<td>$L$</td>
<td>1.84</td>
<td>2.18</td>
<td>1.84</td>
<td>2.34</td>
</tr>
</tbody>
</table>

Table II

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
<th>$f_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$</td>
<td>1.84</td>
<td>2.18</td>
<td>1.84</td>
<td>2.34</td>
</tr>
<tr>
<td>$L$</td>
<td>1.84</td>
<td>2.18</td>
<td>1.84</td>
<td>2.34</td>
</tr>
</tbody>
</table>
(a) Sphere function: $f_1$

(b) Hyper-Ellipsoid function: $f_2$

(c) Rosenbrock function: $f_3$

(d) Schwefel’s Ridge function: $f_4$

(e) Ackley function: $f_5$

(f) Griewank function: $f_6$

(g) Rastrigin function: $f_7$

(h) Salomon function: $f_8$
Fig. 3. Convergence of the upper bound achieved by the best solution in the population ($N_p = 200$)
search. Contrary to DE-C, the best solution obtained by DE-P converges slowly but steadily until the end of the search. Therefore, the prediction interval is effective in the whole of the search. Consequently, the proposed DE-PC using both of the two techniques outperforms DE-P and DE-C in all uni-modal functions. On the other hand, the best solution obtained by DE is hard to converge in all uni-modal functions.

As well as uni-modal functions, the effectiveness of the proposed two techniques can be confirmed in some multi-modal functions: $f_6$ and $f_7$. However, for the other multi-modal functions: $f_5$ and $f_8$, the effectiveness of the proposed techniques is not able to be confirmed enough. Since both $f_5$ and $f_8$ have a huge number of local minima, the proposed techniques might fail to prune away those local minima.

VII. CONCLUSION

Since noise is inevitable in real-world applications, they can be regarded as uncertain optimization problems. In order to prepare for the worst possible pass in real-world optimization problems, a new class of uncertain optimization problems, i.e., the worst-case value minimization problem, was formulated in this paper. In the worst-case value minimization problem, a predicted upper bound of the noisy objective function’s values was minimized by tuning decision variables.

For solving the worst-case value minimization problem effectively, an extended DE named DE-PC was proposed. The cardinal DE could be applied directly to the worst-case value minimization problem. However, in order to evaluate each solution based on the upper bound of noisy objective function’s values, multiple sampling was required. Therefore, DE-PC adopted two pruning techniques, namely prediction interval and cutoff point, both of which could judge and discard hopeless solutions only by a single sampling.

In order to verify the effects of the pruning techniques, two immature versions of DE-PC, namely DE-P and DE-C, were also presented. DE-P adopted only prediction interval, while DE-C adopted only cutoff point. From the results of numerical experiments conducted on eight benchmark problems derived, respectively, from four uni-modal and four multi-modal test functions, it could be confirmed that both DE-P and DE-C were more efficient than the cardinal DE. Furthermore, it was shown that the proposed DE-PC always outperformed the cardinal DE, DE-P, and DE-C in all benchmark problems.

The main drawback of the proposed DE-PC is that it needs a new control parameter, namely the cutoff point $\gamma$. Therefore, further research is required to suggest an appropriate $\gamma$ value for a wide range of worst-case value minimization problems. Another interesting aspect which will be considered is to create an adaptive control technique of the cutoff point $\gamma$.

APPENDIX A

Uni-Modal Test Functions

Uni-modal test functions have a single minimum.

- Sphere function
  
  $$f_1(\bar{x}) = \sum_{j=1}^{D} x_j^2,$$
  
  $$-100 \leq x_j \leq 100, \ j = 1, \ldots, D.$$

- Hyper-Ellipsoid function
  
  $$f_2(\bar{x}) = \sum_{j=1}^{D} 2^j x_j^2,$$
  
  $$-5.12 \leq x_j \leq 5.12, \ j = 1, \ldots, D.$$

- Rosenbrock function
  
  $$f_3(\bar{x}) = \sum_{j=1}^{D-1} (100 (x_{j+1} - x_j^2)^2 + (x_j - 1)^2),$$
  
  $$-2.048 \leq x_j \leq 2.048, \ j = 1, \ldots, D.$$

- Schwefel’s Ridge function
  
  $$f_4(\bar{x}) = \sum_{k=1}^{D} \left( \sum_{j=1}^{k} x_j \right)^2,$$
  
  $$-65.536 \leq x_j \leq 65.536, \ j = 1, \ldots, D.$$

APPENDIX B

Multi-Modal Test Functions

Multi-modal test functions have more than one local minimum, where one of them is a global minimum.

- Ackley function
  
  $$f_5(\bar{x}) = -20 \exp \left( -0.2 \sqrt{\frac{1}{D} \sum_{j=1}^{D} x_j^2} \right) - \exp \left( \frac{1}{D} \sum_{j=1}^{D} \cos(2 \pi x_j) \right) + 20 + e,$$
  
  $$-32.768 \leq x_j \leq 32.768, \ j = 1, \ldots, D.$$

- Griewank function
  
  $$f_6(\bar{x}) = \frac{1}{4000} \sum_{j=1}^{D} x_j^2 - \prod_{j=1}^{D} \cos \left( \frac{x_j}{\sqrt{j}} \right) + 1,$$
  
  $$-600 \leq x_j \leq 600, \ j = 1, \ldots, D.$$

- Rastrigin function
  
  $$f_7(\bar{x}) = \sum_{j=1}^{D} (x_j^2 - 10 \cos(2 \pi x_j) + 10),$$
  
  $$-5.12 \leq x_j \leq 5.12, \ j = 1, \ldots, D.$$

- Salomon function
  
  $$f_8(\bar{x}) = - \cos(2 \pi y) + 0.1 y + 1,$$
  
  $$y = \sqrt{\sum_{j=1}^{D} x_j^2},$$
  
  $$-100 \leq x_j \leq 100, \ j = 1, \ldots, D.$$
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