
 

 
Abstract— In this paper, minimizing the cost of electric power 
used by the pumps distribution system for drinking water is the main 
goal. First, we present the mathematical formulation of the real model 
that we try to optimize. This model uses the optimal operating 
parameters of the pump. We collected data from the General Agency 
of Drinking Water at Jazan city and we got three problems involving 
three districts: Swiss, Mahliya and Chatea. We adapted the heuristic 
method of simulated annealing to solve these problems, and we 
compare the results with those obtained by the Min function of 
Mathematica software. The solutions obtained by our method gives 
exact results, which is an advantage for the practical application for 
real system as shown in the case of Jazan city. 
 

Keywords— Combinatorial optimization, global optimization, 
Simulated Annealing method, water distribution systems. 

I. INTRODUCTION 
HE water cycle is almost  uniform and consistent over the 
world. Beginning with a water source, water is extracted 
and conveyed, moved directly to an end use or to a 

treatment plant, and from there it is distributed to customers. 
Once it is used, water then moves through a wastewater 
collection system to a treatment plant and is typically 
discharged back into the environment. Every step along this 
cycle involves energy inputs, outputs. In this paper, we are 
interested in the electricity consumption of the pumps that 
draw water from the wells to a water tower. 
    We consider the model of combinatorial optimization 
problem, where the objective function to be minimized gives 
the cost of the electrical energy consumed in the operating 
system of the pumps used to provide consumptive water for a 
community. We will use our variant of the simulated annealing 
(SA) as optimization  method to solve this problem.  
    The motivation for SA method, originates from an analogy 
between the physical annealing process of solids and 
optimization problems. Physical annealing is a process of 
attaining low energy states of a solid by initially melting the 
substance, and then lowering the temperature slowly, in such a 
way that the temperature remains close to the freezing point 
for a long period of time. At the end of the annealing process, 
the solid reaches its crystal state. In optimization, the objective 
function represents the energy in the thermodynamic process,   
                                                     
                                                                                             

while the optimal solution corresponds to the crystal state. 
     Simulated annealing (SA), first proposed by Kirkpatrick et 
al. (1983), is an efficient method for finding the global optimal 
solution to multidimensional optimization problems. SA is 
easy to implement and does not require much computer 
memory and coding. It guarantees the identification of an 
optimal solution if an appropriate value of parameter is 
selected. This is particularly important when the solution space 
is large and the objective function has local minima or changes 
dramatically with small changes in the parameter values. 
   SA as computational results show some conflicting results 
when it is compared with other algorithms (Suman and Kumar, 
2006). Ingber and Rosen (1992) have proposed a very fast 
simulated annealing method that is efficient in its strategy and 
which statistically guarantees to find the global optima. Their 
results reveal that the method is orders of magnitude more 
efficient than a Genetic Algorithm. On the other hand; Youssef 
et al. (2003) have performed a comparative study on SA, Tabu 
Search (as in Glover (1986)) and evolutionary algorithms by 
applying them to the same optimization problem. The 
benchmark problem used is the floor planning of very large 
scale integrated circuits, which is a hard multi-criteria 
optimization problem. This study has shown that Tabu Search 
and evolutionary algorithms outperform the SA. It therefore 
requires considerable tests of the algorithms to give sound 
conclusion. However, it is certain that attention is required in 
the area of choosing an optimal annealing schedule, studying 
the effect of algorithmic parameters on the performance of SA, 
and selecting the new solution vector efficiently (see Suman 
and Kumar (2006)). 
    There are many variants of simulated annealing algorithm 
found in relative literature (see Ingber and Rosen (1992), 
(Cunha and Sousa (1999), and (Suman and Kumar (2006)). 
The main structure is almost preserved and comprises the three 
following operators: a temperature cooling schedule T, a 
function neighbor for generating a perturbation and a state 
transition with an acceptance probability P.  
    A simulated annealing based approach was developed to 
obtain the least-cost design of a looped water distribution 
network by Cunha and Sousa (1999). Shieh et al. (2005) 
presented a simulation/optimization model using a hybrid 
method combing genetic algorithms and simulated annealing 
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for optimizing an in-situ bioremediation system design.  
    The paper is organized as follows: In Section 2, we present 
the mathematical formulation of the problem that will be 
solved by SA method. At the end of this part we formulate 
three real problems. The SA algorithm used to solve problems 
is presented in Section 3. The corresponding numerical results 
are presented in section 4. Finally, our results are summarized 
and future work is described in the conclusion. 

II. MODEL FORMULATION OF WATER SYSTEM PUMP 
OPERATIONS  

a.  Objective Function  
    Many mathematical modeling was proposed to minimize the 
pumping costs problems. Yin et al. (2012) proposed to 
minimize a function taking in the account the cost of 
maintenance and they use a genetic algorithm to solve it. Our 
work is based on the objective function described by El 
Mouatasim et al. (2012) and Yin et al. (2012). And taking 
account the specificity of Jazan city, the objective function 
becomes: 
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Where, 
Kj: the price for the (KWatt /h) consumed during the 
period ∆tj, 
Qi :  the flow rate pumped by the pump Wi (m3/s), 
g:  the acceleration due to gravity (m/s2), 
ρ : the density of water in (Kg/m3), 
ηgi: the global efficiency. 
Hgi: the static head of the pump (m), 
∆Hli: the linear head losses (m), 
Hlo:  the local head losses (m). 

b.  The Decision Variables  
    The aim of our formulation is to determine at specific time, 
which wells to use in order to satisfy demands while 
minimizing the amount of electric energy consumed. 
Let αiQi flow rate supplies by the pump Wi, with: 
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   Hence αi are the decision variables: 
   -If αi = 1, then pump Wi  is swished  on. 
  - If αi = 0, then pump Wi  is swished  off. 
    The decision variables can take only two different values: 0 
or 1, so we have the constraints sets:   αi ϵ {0, 1}. 

c. The constraints  
   The storage tank (with maximum volume Vmax), has to store 
the excess of water during the hours of low demand, and fill 
the deficit of water V1 during the peak demands.   
The volume of water pumped in the storage tank (equal to the 
initial amount V0 plus the sum of what is pumped in from the 
functioning pumps minus what is drawn out to meet demands) 

must be greater than the volume of the deficit V1, which can be 
formulated mathematically as:  
      V1 ≤ V0 + (Vinput − Voutput).                 (2) 
 
Now, the volume of pumped water in the storage tank cannot 
exceed its maximal capacity Vmax, so the last inequality 
becomes: 

V1 ≤ V0 + (Vinput − Voutput) ≤ Vmax.      (3) 
In addition, the volume of water pumped into the storage tank 
during the period ∆t is expressed as follows: 
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And the Voutput of water is given by:  
     Voutput  = ∆t Qr.                                  (5) 
where, Qr is the retiring flow rate. 
Hence, the constraint becomes: 
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d. Simplification of the Problem  
The linear head losses ∆Hli corresponding to the pump Wi is 
the sum of ∆HWi,i and ∑∆Hk, where: 
∆HWi,i: the head losses in the pipe section (Wi; i), 
∆Hk: the head losses in pipe section (k; k + 1), k = i,.., n. 

So, ∑
=
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Now, by applying the Darcy–Weisbach equation (Puildo-
Calvo et al. 2006), we obtained, 
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λ: friction factor, 
L: pipe length, 
D: pipe diameter, 
V: flow velocity. 

Then, we have  
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Where ∑αm Qm is a flow rate accumulated in the section (k; 
k+1). 
Since, the values found by the coefficients of head losses are 
approximately equals, by simplifying the assumption, we can 
take their mean value respectively in sections (Wi; i) and 
(k;k+1), so λi = λ= 0.109 and  λk= λ’= 0.093.      
   Hence, the final mathematical formulation of the model 
consist to minimize the cost of the electrical energy of the 
pumps, that is to say; 
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Minimize: 
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e. Swiss, Mahliya and  Chatee Problems  
   The Data collected from General Directorate to the water, 
Jazan Region  is shown in the following tables: 

  n a b C 
L 
(m) 

D 
(m) 

Sw
is

s 

6 126.95 4186.70 0.065 300 0.3 

M
ah

liy
a 

6 397.79 21195.18 0.065 200 0.2 

C
ha

te
e 

3 423.18 2093.35 0.065 150 0.3 
 
 

Q (m3/s) V0 (m3) 
Vmax 
(m3) 

V1 
(m3) 

Qr 
(m3/s) 

Sw
is

s 

0.67 300 1200 600 3.33 

M
ah

liy
a 

0.67 200 900 450 3.33 

C
ha

te
e 

0.67 300 1200 600 1.33 
 
Since the capacity of the pumps are the same, then 
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   We have also ∆t = 20 hours and the price of 1 KWatt is 
constant equal to 0.12 SR. 
Then the problem for each district becomes as follows: 

1. Swiss Problem: 
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2. Mahliya Problem:  
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3. Chatee Problem: 
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III. SIMULATED ANNEALING  
    Simulated annealing algorithm begins by generating a single 
initial solution at random, which is evaluated by the cost 
function. In our case, a solution is an integer vector consisting 
of n parameters (number of pumps).  
    Our variant of  SA, implemented in this paper, uses the 
following  scheme: 
Function{recruit} {X0 : is an initial vector chosen randomly} 
{ X   X0,     Best X   X0 ,  T  10000, 
  While{ T > 1 } 
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         { m  0    
            Repeat  
              { Y  Neighbor (X)   
               dF   F(Y) - F(X)    
               If( dF  <  0) Then    {  X  Y,    best X    Y } 
                     Else    if ( Random <  e (-dF/T))  Then   X Y 
                  m m + 1 }   
                  Until (m ==  100  where 100 is the Maximum    
                  number of  iteration at the fixed temperature  T) 
                 T   0.99* T }. 
  
   For the Neighbor function, we look randomly for the closest 
solution with respect to the constraints.  

IV. EXPERIMENTAL RESULTS  
     In this section, we propose the mathematical model 
established in section 2 with some reference to Jazan city 
conditions in Kingdom of Saudi Arabia. The aim is to 
minimize the cost of electrical energy consumed in three 
stations: Swiss district, Chatee District and Mahliya district. 
The cost consumed in SAR, where 1 SAR= $ 3.75. 
    For solving linear constraints combinatorial optimization 
problem in this application, we used Mathematica software, 
and the annealing simulated algorithm for global optimization 
under linear constraints. We compare Our approach 
programmed using Mathematica, with the Min function of the 
software Mathematica.   
    Note that the experiments performed on a workstation 
DELL Intel(R) Core ™  i3 CPU processor 2.13GHz, 2GB 
RAM.  
The results obtained are presented in this table: 
 Mathematica Software Simulated Annealing 

The 
cost  

Solution The cost  Solution 

Swiss 
Problem 

 
 393596 
 

α1=0.581649, 
α2=0.793351,  
α3= α4= α5= 
α6=1 

 
731930 

α1=α2  =1 
α3=α4= 
=α5= α6=1 

Mahliya 
Problem 

 
334174 

α1=0.55521, 
α2=0.75729, 
α3=α4=α5= 
α6=1 

 
372132 

α1 = α2  =1 
α3=0 
α4=α5=α6=1 

Chatee 
Problem 

 
 
16656.8 

α1=0.446138, 
α2=0.928862, 
α3=1. 
  

 
43572.4 

 
α1=α2=α 3=1 

 
   Our work is a part of a new policy of the General Directorate 
to the Water, Jazan Region of distribution of drinking water, 
which consist of computerizes the system and builds a 
geographic information system capable of providing real 
information in real time. This is why we opted to use the 
heuristic method for solving these problems.  
   First, the results are very interesting because they give 
possible solutions and they are optimal regarding to the 
constraints. The values given by our solutions are exacts, since 
αi takes 0 or 1 (the pump is OFF or ON respectively). 

However, the value given by the Min function of Mathematica 
gives a continuous values for αi in the closed interval [0,1]. 
And in this last case, the system needs an expert to check if the 
value is close to zero and decide to switch off the pump or 
close to 1 and switch ON the pump. Which needs an extra 
work for the operator to “decode” the solution obtained by the 
Min function of Mathematica? 
     Next, we note that in two of the three problems the pumps 
must necessarily work to satisfy the needs of water users. This 
gives only 4 hours of rest for the pumps, which might affect 
their lifespan. 

V. CONCLUSION 
   We proposed to use the heuristic simulated annealing 
method with appropriate coding for minimizing the cost of the 
electric pump system. The numerical computation of the 
solution shows that the proposed method gives exact solutions 
and works better than the minimization function used by the 
Mathematica software. 
     In last few years, the General Directorate to the Water has 
spent a lot of money and energy to ensure the water supply for 
Jazan City. Therefore, SA can be used as a good method to 
optimize the management of water distribution by pumping 
system operations and get results in a short period of time.  
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