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Dual Methods for Optimal Allocation
of Total Network Resources

I.V. Konnov, A.Yu. Kashuba, E. Laitinen

Abstract—We consider a general problem of optimal allodn [10], [11], several optimal resource allocation problems
cation of a homogeneous resource (bandwidth) in a wirelef$ telecommunication networks and proper decomposition

communication network, which is decomposed into several ZONgSsed methods were suggested. They assumed that the
(clusters). The network manager must satisfy different userst K i Ii th )
requirements. However, they may vary essentially from tim etwork manager can satisfy a € varying users re-

to time. This makes the fixed allocation rules inefficient anguir.ernent.s. However, ZO”?' resource amounts may be not
requires certain adjustment procedure for each selected tisufficient in some time periods due to instable behavior of
period. Besides, sometimes users requirements may exceed ighy users, hence the network manager can buy additional

local network capacity in some zones, hence the network mana%BliumeS of the resource. We note that such a strategy is
can buy additional volumes of this resource. This approach lea )

to a constrained convex optimization problem. We discuss severrgiher typical for goptemporary wireless F:or‘r_lmunlca_tlon
ways to find a solution of this problem, which exploit its specidl€tworks, where WiFi or femtocell communication services

features. We suggest the dual Lagrangian method to be appliedte utilized in addition to the usual network resources;
selected constraints. This in particular enables us to replace dwe e.g. [12]. This approach leads to a constrained convex
initial problem with one-dimensional dual one. We consider thgj)timization problem for some selected time period. We

case of the affine cost (utility) functions, when each calculation of: | to find uti f thi bl
the value of the dual function requires solution of a special lineQSCUSS S€veral ways 10 Tind a solution ot this probiem,

programming problem. We can also utilize the zonal resour¥¥hich exploit its special features. We suggest the dual
decomposition approach, which leads to a sequence of oegrangian method to be applied to selected constraints.
dimensional optimization problems. The results of the numericgthe utilization of the dual decomposition in this problem
experiments confirm the preferences of the first method. was also considered in [13]. It was based on an explicit
volume resource allocation procedure with a a sequence of
one-dimensional optimization problems and gave a multi-

Keywords—Resource allocation, wireless networks, banol-evel 't?rat've procedgre. .
width, zonal network partition, dual Lagrange method, linear In this paper, we discuss several possible approaches to
search, zonal resource decomposition, linear programming. the zonal resource allocation problem and give some other

way to enhance the performance of the solution method. It
consists in utilization of the Lagrangian multipliers only for
the total resource bound, which yields an one-dimensional
T HE current development of telecommunication systyal optimization problem. We consider the case of the
tems creates a number of new challenges of efficiegfine cost (utility) functions, when each calculation of the
management mechanisms involving various aspects. Gpfue of the dual function requires solution of a special
of them is the efficient allocation of limited Communi'"near programming problem. The resu|ts of the numerical
cation networks resources. In fact, despite the exister‘@)@perimems confirms the preferences of the new method
of powerful processing and transmission devices, incregszer the previous ones.
ing demand of different communication services and its
variability in time, place, and quality, leads to serious
congestion effects and inefficient utilization of significant
network resources (e.g., bandwidth and batteries capacity)Let us consider a network with nodes (attributed to
eSpeCiaIIy in wireless telecommunication networks. Thl%ers), which is divided into, zones (dusters) within
situation forces one to replace the fixed allocation rule®me fixed time period. For theth zone (k= 1,...,n),
with more flexible mechanisms; see e.g. [1]-[4]. Naturally;, denotes the index set of nodes (currently) located in
treatment of these very complicated systems is often basaf zone, b, is the maximal fixed resource value. We
on a proper decomposition/clustering approach, which cggppose that users can move but that all the assignments
involve zonal, time, frequency and other decompositiogf users to zones are fixed within this time period. The
procedures for nodes/units; see e.g. [5], [6], [7], [8], [9hetwork manager satisfies users resource requirements in

o , . the k-th zone by allocation of the own (inner) resource
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of the network. Next, if the-th user receives the resourcesetuy (u;) = —oc if the constraints in (7) are inconsistent.
amounty; with the upper bound:;, then he/she pays theHence, u;(u) gives the total profit from consumers of
chargey;(y;). The problem of the network manager is t@onek if the total resource value for this zone equals
find an optimal allocation of the resource among the zon&is function is concave if alp; are so.

and can be written as follows: Then the manager problem (1)-(4) can be equivalently
rewritten as follows:
max — Z > wilyi) = frlok) —halze)| @) n
k=1 Li€lx max — Y [ur(ur) = fr(xr) — hi(zx)] (8)
subject to k=1
subject to
i€l Tpt g =ur, 0< o, <by, 0< 2, < g, k=1,...,m5(9)
0<y;<ay 1€l 0z <bg, 0< 25 <o, f:iv <B (10)
kE > .
kE=1,...,n; 3) k=1
= Let us take the Lagrange function with respect to constraint
k=1 '
In what follows we shall also utilize the assumptions that M(z,u,2,\) = zn: i () — Fi (@) — (2]
all the functionsp; (v;), fx(zx), andhy(z;) are affine, i.e. ] Atk = TRk k\Zk
eily:) = dyi+al, af>0,ie€ly, k=1,...,n, \ i B
_ e —
flew) = Braok+By, Bi>0,k=1....n,  (5) =t
hk(zk) = ’)/;/CZ]C—F’Y;;/, ’Y;/€>O, k=1,...,n. and set

However, the basic exposition of the problem will be givenv Vv <V
for the general case where the function; (v;), fx(zx), ! oW
and hy(z;) are convex. Vi = {(zg, 2, ur) | o + 21 = up, 0 < < g, 0 < 21 < gy }
fork=1,...,n
I1l. SOLUTION METHODS

Although problem (1)—(4) seems rather simple, but itS Then we can replace (8)—(10) with its one-dimensional
dimensionality can be rather large, so that the streamlinggdg:

application of the well-known iterative methods, say, pro- min — ¥(\), (11)
jection or Newton type ones (see e.g. [14]), may cause A0

significant computational expenses. This is the case evVgRere

for the affine functionsy;(y;), fi(zx), and hy(zx), i.e.

when (1)—(4) is a linear programming problem. In fact, a V(A) = (mglf)}éVL(%u’Z’)\)

decomposition approach, which exploits particular features

of this problem (see e.g. [15], [16]), will be more suitable_ \p max Z to () — (fr(@r) + Azg) — hi(2e)]

here. However, the creation of an efficient decomposition (z,

method is also not a trivial task. In fact, problem (1)—(4) has n

n + 1 functional constraints and many box type ones. For AB + Z max  [pr(ur) — (fe(zr) + Aeg) — he(zr)]-
instance, utilization of the Lagrangian function with respect jm (k) €V

to all the functional constraints leads to a non-smooth duglet ys take thek-th inner problem above:

convex optimization problem in+1 dual variables, whose

solution may cause certain algorithmic difficulties. For this =~ max  — [ug(uk) — (fe(zk) + Azk) — by (21)],
. . . . (Tr,28,ur) EVE

reason, we first describe a hierarchical approach from [13],

which yields a sequence of one-dimensional problems. for eachk = 1,...,n. We can again apply the dual
For eachk, we denote by (uy) the optimal value of approach. First we write the particular Lagrange function
the parametric zonal optimization problem: with respect to the constraing, = xy + 2!
max — Z(pi(yi) (6) Mk(uk’vzkazkank)
i€l = pu(ur) = (fu(zr) + Azk) — hae(2r) + me(ue — 2 — 2)
subject to = (p(ur) + meur) = (fe(r) + 26X + 1))
Z Vi Suk, 0<y; <a;, @ € I (7) = (P ze) + )
i€k and then define the dual problem
wherew,, is the total amount of the resource for theh . 12
zone, which should be chosen by the network manager. We e 7 (1), (12)
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process. This clearly gives an alternative to the previous
A dual method.
volumes Therefore, we should in fact use only algorithms for
a set of hierarchical one-dimensional problems. At the
same time, this requires additional concordance rules for
accuracies of all these problems, which can not be solved
exactly. Indeed, each marginal functign,(ux) is non-

—I linear and non-smooth.
> IV. A TWO-LEVEL DUAL SOLUTION METHOD

/ / ! ! 1
ol o o/ o prices
= ' 2o We now present some other way to enhance the perfor-

‘ ‘ ‘ mance of the previous dual method. It consists in utilization
Fig. 1. The ordering method for theth zonal problemi; = 4. Solution: of the Lagrangian multipliers only for the total resource
i1 = Qiys Yio = Gigy Yig = Uk — Qjy — G4y, Yiy = 0. . . . . .
v 1 Via 20 Yis = Uk T i T i Ui bound, which yields a two-level iterative procedure with a
single-dimensional dual optimization problem.

Uk

where For the sake of clarity, we re-write problem (1)-(4) as
follows:
(k) = ogrilkagxbk, My (Ur, Ty 28, M) max — p(z,y, 2) (14)
0<z,<cg,up€R (m,y,z)EW,kgl zx<B
_ . A .
g}:gﬁ[uk(ukwﬂmuk] O<H11H [fr () + 21 ( +nk)r]19re
- O<mil<1 [Pr(2k) + 2]
ZEpSCr
i\Yi 1’ hi(z , (15
Thus, the initial problem (1)—(4) (or (8)—(10)) is replaced ul, ; Lesz(p e) = fil@e) = Rl k)] (13)

by its one-dimensional dual (11) with the cost function

1 (A), such that calculation of its value reduces to solutio®!

of n one-dimensional problems of form (12), whose calcuV-V _ {(x v, 2) Zielk Yi =Tk + 2k, 0 <y < ay, 1€ I, }

lation again reduces to solution of three one-dimensional ’ 0<ap<bg, 0<zp<cp, k=1,...,n |~

problems. (16)
Moreover, each functiom; will be also given algorith-  Let us define the Lagrange function of problem (14)—(16)

mically, i.e. via solution of rather simple problem (6)—(7)With respect to the total resource constraint:

and we can apply gradient or dual type methods to find the
value of uy(ug). As above, the dual method first requires L(z,u,z,\) = u(z,y, 2 (Z Tp — >
to introduce the the Lagrange function
where X is the corresponding Lagrange multiplier. We can
My (y,0r) = Z ©i(yi) — O Z Yi — Uk | now replace problem (14)—(16) with its one-dimensional
= i€l dual:
and then to solve the one-dimensional dual: ng = P(N), 17
i 1
5?12% — G(y), (13)  where
where PY(A) = ( m)ax L(x,y,2,A\) = \B
x,Y,z) €
Gr(y) = Orug + Z max [@;(yi) — Okyil.
0<yi<a;
v K3 1 )\ h
i€ 1), +(£7yfél)a>é W; L%%<P yi) — (fr(zr) + Azg) — k(zk)‘|

However, in the affine case (6)—(7) is a linear program-
ming problem and its solution can be found by the simpl
ordering algorithm. Let|I,| = I, i.e. let the index set
I, containl, elements. Rearrange the indicesigfinto a

ts solution can be found by one of well-known single-
imensional optimization problem.

In order to calculate the value @f()\) we have to solve
the inner problem:

sequenceii, . .., 4, } such that; > «;_ , , this requires
O(In(ly)) operations. Then we should assign sequentially
the maximal feasible value for each resource amount max — Z Z ei(yi) — (fe(zr) + Azk) — hi(2r)
. 1 I k=1 Li€ly
;. = minqa;, , U — ity s=1,...,1k; .
vi- fos, e =D vy} g subject to
p<s

which yields the desired solution; see Figure 1. Note Z yi=ap + 2k, 0<y; <a;, i€y,
that the rearrangement of index sets of each zone should icly,
be made only one time before the starting the iteration 0<zp<bg, 0z, <¢p, k=1,...,n
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€ N: | 1 (DML) | 7 (DMLS) | T (SDM)
10-1 [ 20 | 3.3907 0.0447 0.0050
A 102 | 24 | 3.9427 0.0520 0.0038
volumes 103 | 29 | 4.9633 0.0613 0.0043
10-% [ 34 | 5.7347 0.0713 0.0057
TABLE |

RESULTS OF TESTING WITHJ = 510, n = 70,6 = 1072

(DML) | (DMLA) | (DMLS) | (DMLAS) | (SDM)
J Ne | T: T T T T

Y I 7 ; ¥ 210 | 24 | 1.7453 | 1.2240 | 0.0266 | 0.0187 0.0009
@, B+ A oy o, og  Prices 310 | 24 | 2.4480 | 1.7967 | 0.0337 | 0.0238 0.0025
410 | 24 | 3.1980 | 2.3910 | 0.0403 | 0.0303 0.0028
510 | 24 | 3.9427 | 2.9007 | 0.0520 | 0.0363 0.0038
610 | 24 | 4.6097 | 3.4167 | 0.0588 | 0.0431 0.0038
710 | 24 | 53070 | 3.9220 | 0.0659 | 0.0487 0.0040
810 | 24 | 6.0260 | 4.4427 | 0.0754 | 0.0540 0.0031
910 | 24 | 6.9170 | 4.9533 | 0.0910 | 0.0665 0.0047
1010 | 24 | 7.4843 | 5.4797 | 0.0988 | 0.0735 0.0047

Fig. 2. The ordering method for thieth zonal problem, cash, = 4,
By, + A < ;. Solution:zp, = b, 2z = 0, ¥i; = Qiy, Yiy = iy,
Yiz = b — aiy; — aiy, yiy = 0.

Obviously, this problem decomposes intoindependent

zonal convex optimization problems TABLE Il
RESULTS OF TESTING WITHn = 70, = 1072, 6 = 102

max — Z 0i(yi) — (frelzr) + Azk) — hi(zr) | (18)

i€l
Z i =Tk + 2, 0<y; <ag, i €I, (19) with R = B+5Y"}_, ¢, B was chosen to be 1000. Values
i€l of b, and ¢, were chosen by trigonometric functions in
0<a <bg, 0< 2z, <ecp, (20) [1,11], values ofa; were chosen by trigonometric functions
) . in [1,2], as well as the coefficients of all the functions
for k =1,...,n. Note that in the affine case (5) the cos}ck, hy, and o; in (5). The number of zones was varied

function in (18) is rewritten as from 5 to 105, the number of users was varied from 210 to

Z oy — (Bh + Nk — Yoz, 1010. l_Jsers were d|str|but(_ad in zones either unlformly or
according to the normal distribution. The processor time

. 18)—(20) i i . bl it foll and number of iterations, which were necessary to find
l.e. (18)~(20) IS a finear programming problem. 1t Toflows, approximate solution of problem (6) within the same
that we can find very easily an exact solution of eac

. e X ! ccuracy, were not significantly different for these two cases
of these problems in a finite number of iterations by & distrigutions g Y

simple ordering algorithm, similar to that applied to the Further we report the results of tests, which include the

problem_(6)—(7); see Figure 2. . . ._.time and number of iterations needed to find a solution of
Inserting these procedures into a suitable S‘mglﬁ'roblem (6) within some accuracies. Letand 6 denote

dimensional optimization method for solving (17), we o the desired accuracy of finding a solution of problem (6)

tain an efficiept method for the initial prob]em (14)7(16)51nd solutions of auxiliary inner problems in (DML) and
as an alternative to the method of the previous section. (DMLS). Let J denote the total number of user, the
number of upper iterations i\, 7. the total processor
V. NUMERICAL EXPERIMENTS time in seconds. For the same accuracy, both the methods

In order to evaluate the performance of all the methodmve the same numbers of upper iterations, so that the
we made several series of computational experiments fogin difference was in the processor time. The results of
the affine case (5). The methods of Section Il with solvingpmputations are given in Tables I-lll. We inserted also
of auxiliary problem (6)—(7) by the dual algorithm (seehe results for (DML) and (DMLS) with adaptive strategy
(13)) and by the ordering algorithm are denoted by (DML9f choosing the inner accuracies. We named by (DMLA)
and (DMLS), respectively. The method of Section IV i@nd (DMLAS), respectively, this version of (DML) and
denoted as (SDM). (DMLS). In Table I, we vary the accuracy, in Tables Il

We utilized the golden section method for solving thand IlIl we vary the total number of users and the number
single-dimensional optimization problems. The methods zones, respectively.
were implemented in C++ with a PC with the following From the results we can conclude that (DMLS) has the
facilities: Intel(R) Core(TM) i7-4500, CPU 1.80 GHz,significant preference over (DML), and that the adaptive
RAM 6 Gb. versions enhance the performance of these methods. At

The initial intervals for choosing the dual variabldand the same time, (SDM) has the significant preference over
the additional dual variables in (DML) and (DMLS)) werg(DMLS) and (DMLAS), i.e. it showed the best results for
taken as [0,1000]. The initial intervals for choosing thall the test problems. This enables us to apply (SDM) for
zonal allocation shares;, in (DML) were taken ag0, R] online solution of these resource allocation problems.

i€l
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(DML) | (DMLA) | (DMLS) | (DMLAS) | (SDM)
n | N. | I T- T T: T

15 | 24 | 3.6200 | 2.6877 | 0.0425 | 0.0302 0.0019
25 | 24 | 3.6927 | 2.7240 | 0.0460 | 0.0321 0.0016
35 | 24 | 3.7500 | 2.7917 | 0.0476 | 0.0337 0.0013

[12] Gao, L., losifidis, G., Huang, J., Tassiulas, L.: Economics of mobile
data offloading. IEEE Conference on Computer Communications,
pp. 351-356 (2013)

[13] Konnov, L.V., Laitinen, E., Kashuba, A.: Optimization of zonal
allocation of total network resources. Proc. of the 11th International

45 | 24 [ 3.7970 | 27970 | 0.0488 | 0.0366 0.0034 Conference "Applied Computing 2014”, Porto, pp.244-248 (2014).
S5 | 24 | 3.8487 | 2.8383 0.0497 0.0388 0.0034 [14] Polyak, B.T. Introduction to Optimization. Nauka, Moscow (1983)
65 | 24 | 3.9480 | 2.8857 | 0.0519 | 0.0378 0.0044 [Engl. transl. in Optimization Software, New York, 1987]
75 | 24 139740 | 29167 | 0.0512 | 0.0384 0.0047 [15] Lasdon, L.S. Optimization Theory for Large Systems. Macmillan,
85 24 | 4.0210 | 2.9530 0.0506 0.0397 0.0038 New York (1970)
95 | 24 | 41720 | 3.0260 | 0.0535 | 0.0416 0.0035 [16] Minoux, M. Programmation Ma#imatique. Thorie et Algo-
105 | 24 | 4.2187 | 3.0467 0.0564 0.0429 0.0053 rithmes. Bordas, Paris (1989)

TABLE Il

RESULTS OF TESTING WITHJ = 510, = 1072, = 102

VI. CONCLUSIONS

In this work, we considered a problem of managing
limited resources in a zonal wireless communication net-
work and gave its constrained convex optimization problem
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solving subproblems in the case of the affine cost (uti"t)'gterests include numerical analysis, optimization and optimal control.

f ti hich b d . | deri | T e is active in promoting these techniques in practical problem solving
unctions, which are based on simple ordering rules. Theengineering, manufacturing, and industrial process optimization. He

results of the numerical experiments confirmed the rapids published more than hundred peer reviewed scientific papers in
convergence of these methods. international journals and conferences. He has participated in several
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